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Deception is a ubiquitous phenomenon in social interactions and has attracted a significant amount of research during the last decades. The majority of studies in this field focused on how deception modulates behavioral, autonomic, and brain responses and whether these changes can be used to validly identify lies. Especially the latter question, which historically gave rise to the development of psychophysiological “lie detection” techniques, has been driving research on deception and its detection until today. The detection of deception and concealed information in forensic examinations currently constitutes one of the most frequent applications of psychophysiological methods in the field.

With the increasing use of such methods, the techniques for detecting deception have been controversially discussed in the scientific community. It has been proposed to shift from the original idea of detecting deception per se to a more indirect approach that allows for determining whether a suspect has specific knowledge of crime-related details. This so-called Concealed Information Test is strongly linked to basic psychological concepts concerning memory, attention, orienting, and response monitoring.

Although research in this field has intensified with the advancement of neuroimaging techniques such as PET and fMRI in the last decade, basic questions on the psychological mechanisms underlying modulatory effects of deception and information concealment on behavioral, autonomic, and brain responses are still poorly understood.

This Research Topic brings together contributions from researchers in experimental psychology, psychophysiology, and neuroscience focusing on the understanding of the broad concept of deception including the detection of concealed information, with respect to
basic research questions as well as applied issues. This Research Topic is mainly composed of original research articles but reviews and papers elaborating on novel methodological approaches have also been included. Experimental methods include, but are not limited to, behavioral, autonomic, electroencephalographic or brain imaging techniques that allow for revealing relevant facets of deception on a multimodal level. While this Research Topic primarily includes laboratory work, relevant issues for the field use of such methods are also discussed.
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INTRODUCTION

Deception is a complex social behavior which involves a set of higher cognitive functions. Studying this common phenomenon in humans has in all epochs been driven not merely by the wish to understand the underlying framework of cognitive functioning but rather by the ambition to detect deceptive behavior in criminal suspects. Thus, identifying valid indicators of deceptive behavior has always been in the focus of deception research. Such indicators can be defined in terms of specific behavior, physiological correlates, or content of verbal reports. The question of how validly each indicator allows for differentiating truthful and deceptive accounts is inherent in the majority of research efforts in this domain.

Another important aspect concerns the development of deception theory. According to current opinion, deception is not characterized by a single cognitive process but rather involves the combination of a variety of basic cognitive processes such as working memory, response monitoring and inhibition. Identifying these processes, modeling their interplay and their modulation by personality and situational factors is still one major challenge in deception research. Furthermore, deception is no unitary phenomenon. Correspondingly, researchers need to examine and describe different variants of this phenomenon occurring in distinct contexts, which entails a variety of experimental and theoretical approaches that largely differ in scope and methods.

CURRENT INTERESTS

One major field in deception research concerns the use of psychophysiological methods to detect deceptive behavior. Over time, the traditional physiological measures (electrodermal, cardiovascular, and respiratory responses) have been supplemented by electroencephalographic, functional imaging, and other innovative procedures. Finding measures that validly discriminate between truth and lie, and the wish to optimize their use, have received new impetus from recent technological development. Neuroimaging techniques, for example, yield new promises and deserve a deep evaluation. Thermal imaging and eyetracking are other innovative methods which might provide additional information about the mental processes involved in generating deceptive responses. However, even “classic” behavioral measures such as response times are still frequently used in this domain for theoretical as well as applied purposes.

Different techniques for detecting deception with the help of physiological measures have been controversially discussed in the scientific community. Among the most influential experimental paradigms, the so-called Concealed Information Test (CIT, Lykken, 1959) has received broad scientific attention. The CIT does not target at identifying deception per se but rather aims at detecting whether a suspect has concealed knowledge of specific (e.g., crime-related) details. A different approach is the so-called differentiation-of-deception paradigm (Furedy et al., 1988) which follows the aim to identify specific patterns in behavioral or physiological variables that differ systematically between truthful and deceptive behavior. Particularly this latter approach has been newly fueled by brain imaging techniques which claim to mirror mental processes accompanying deceptive responses more directly.

The current Research Topic brings together contributions from experimental psychology, psychophysiology, and neuroscience focusing on the understanding of the broad concept of deception including the detection of concealed information, with respect to basic research questions as well as applied issues. Due to the interdisciplinary focus of this approach, articles were published in Frontiers in Psychology or Frontiers in Human Neuroscience, respectively.

CURRENT RESEARCH

Most articles of this Research Topic focus on the detection of concealed information using variants of the CIT. A large body of previous research has documented that perpetrators show larger electrodermal responses, respiratory suppression, as well as heart rate deceleration to crime-related probes (e.g., a murder weapon) as compared to neutral items (e.g., other unrelated weapons). More recently, comparable differences were reported for behavioral responses, specific components of event-related brain potentials, and neurovascular changes in specific brain regions measured by neuroimaging techniques (for a comprehensive review see Verschuere et al., 2011). Under the premise that innocents to not possess crime-related knowledge, the CIT can be used to validly differentiate perpetrators from innocents. Although the CIT has been first described in the middle of the last century (Lykken, 1959), there are still a number of open questions concerning the theoretical background, the validity of new measures, or special applications for specific circumstances of crimes. Some of these questions were addressed by current articles included in this Research Topic.

Several studies focused on event-related brain potentials and demonstrated that ERP components were susceptible to contextual factors such as the personal involvement in a misdeed during encoding (Jang et al., 2013) or the nature of memory tested in the CIT (episodic vs. semantic, Ganis and Schendan,
Furthermore, it was found that depth of encoding modulated electrodermal responses to crime-related details but did not affect P300 responses in the CIT (Gamer and Berti, 2012). A large study with more than 100 participants reported a modulation of ERP components by personality traits regarding sensitivity to moral and social norms as well as cognitive-motivational conflict processing (Leue et al., 2012). Ambach and colleagues failed to find a similar influence of interindividual differences in psychopathy but reported higher detection accuracy of autonomic measures when the CIT procedure included the face of the fictive interrogator and verbal instead of textual question presentation (Ambach et al., 2012). Two further studies explored the validity of novel physiological and ocular measures in the CIT. Park and colleagues successfully used facial temperature in a peri-orbital region as determined by thermal imaging to detect concealed knowledge. Park and colleagues were able to accurately determine hidden knowledge by differences in pupil responses and blink rates (Seymour et al., 2012). Using a slightly different interrogation protocol, Marchak (2013) could show that eye blink measures even allow for differentiating truthful and false intent. These studies collectively demonstrate that a number of behavioral and physiological variables are susceptible to concealed information and therefore allow for detecting individuals with crime-related knowledge. Moreover, several of these studies reported enhanced classification accuracy when combining different indices of concealed information (Ambach et al., 2012; Seymour et al., 2012; Jang et al., 2013).

Besides using new measures or combining different behavioral and physiological indices, it has been suggested to increase cognitive load during the examination to facilitate the detection of liars. Walczyk and colleagues provided a review and a detailed theoretical outline of this approach. Walczyk et al., 2013. Visu-Petra and colleagues explored such strategy empirically by asking participants to carry out a secondary task simultaneously to the CIT. They could show that such interference facilitates the detection of concealed information based on behavioral measures (Visu-Petra et al., 2013). In a seminal study, Meijer and colleagues developed a novel dynamic questioning approach that does not concern individual responses of single examinees but instead the global responsiveness of a group of suspects. Such method was shown to allow for an identification of specific details of a collectively planned mock terrorist attack (Meijer et al., 2013). Finally, Agosta and Sartori (2013) summarized recent studies on the so-called autobiographical Implicit Association Test; this promising new development allows for accurately determining whether an autobiographical memory is encoded in a given suspect. Taken together, these studies document the substantial advancement of current research on the CIT regarding the potential of novel methods as well as situational and personality factors that are modulating the response pattern. Beyond these efforts, Ben-Shakhar (2012) identified a number of open questions regarding practical aspects and outlined future directions for research on the CIT. These issues are highly relevant for the field implementation of the CIT in police investigations. Such procedure, which is currently only adopted in Japan, is discussed in great detail by Matsuda et al. (2012). The vital international research on the CIT along with the large body of practical experience with this technique in Japan holds promise for further implementations of the CIT as an advancement of currently applied deception detection techniques.

One major problem of current techniques is their susceptibility to countermeasures. Thus, guilty examinees might be able to deliberately alter their pattern of responses to appear innocent. Similarly, certain groups of suspects might have less difficulty in lying as compared to others because of frequent lying in general. Two studies in the current Research Topic explored these issues using variants of the differentiation-of-deception paradigm. Increasing the proportion of deceptive as compared to truthful responses led to reduced reaction time differences between truth and lie, which might indicate that lies require less cognitive effort in frequent liars and are therefore more difficult to detect (Van Bockstaele et al., 2012). Hu and colleagues showed that the instruction to selectively speed up deceptive answers along with a short training substantially altered the pattern of response times such that truthful and deceptive responses became indistinguishable (Hu et al., 2012). However, it cannot be generalized from these results that merely emphasizing that an examination aims at detecting deception necessarily reduces lie detection efficacy. By contrast, a study using a variant of the differentiation-of-deception paradigm in conjunction with functional magnetic resonance imaging revealed larger differences between deceptive and truthful answers in the neural activation of different brain areas when participants believed that a lie-detector was activated (Sip et al., 2013). In line with the majority of neuroimaging studies in this domain (Gamer, 2011), activity in the right inferior frontal gyrus was also modulated by deception. This region was frequently supposed to reflect the recruitment of response inhibition processes. However, temporary disruption of the inferior frontal gyrus by means of continuous theta-burst stimulation did not significantly alter the pattern of behavioral responses in a variant of the differentiation-of-deception paradigm (Verschuere et al., 2012). These results thus question the frequently assumed functional role of the inferior frontal gyrus in deception.

Besides exploring specific cues of deceptive behavior in highly standardized situations and with highly standardized interrogation techniques, it also seems interesting to examine deception in more naturalistic settings. For example, Spence and colleagues asked participants to provide relatively unrestricted honest and deceptive accounts of their opinion regarding social issues. For these accounts, speech parameters were extracted and the authors found a significantly reduced speech rate along with increased response latency during deception compared with truth-telling (Spence et al., 2012). In a similar vein, Duran and colleagues examined movement dynamics accompanying deceptive and truthful accounts. Instead of searching for specific discrete cues such as the rise of a brow, they examined the whole time course of movements and provided preliminary evidence for unique dynamic signatures of deception in these kinetic variables (Duran et al., 2013). Finally, Mackinger and Jonas (2012) explored determinants of deception in advisor-client interactions and provided evidence for the use of explicit and implicit strategic deceptive behavior in advisors aiming to receive an incentive.
**PERPECTIVE**

Research on deception has a long tradition in psychology and related fields. On the one hand, the drive for detecting deception has inspired research, teaching, and application over many decades. On the other hand, research on deception as a process or phenomenon is characterized by manifold interactions with other areas of psychological research such as attention, memory, executive control, or motor behavior. It remains to be debated whether deception and its detection should be studied as a key topic which entails addressing these other fields, or rather as a particular, illustrative manifestation of them. We regard the present Research Topic as clearly underlining the scientific benefits arising from the broad and multidisciplinary perspective that characterizes deception research today and we hope that it will enrich and inspire future research in this domain.
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Current research and potential applications of the concealed information test: an overview
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Deception is a frequent, perhaps essential, feature of human behavior, which may be expressed in a variety of situations (e.g., Saxe, 1991). The frequent use of deception in social contexts highlights the importance of detecting deception. However, research on perceivers’ ability to differentiate between truthful and deceptive messages has indicated that, in most cases, people, including professionals whose tasks involve detection of deceit, perform this task at chance levels (see Vrij, 2008 for a review). Consequently it is not surprising that the idea of using physiological measures for detecting deception has been very appealing to law-enforcement agencies (e.g., Marston, 1917, 1938; Larson, 1932; Reid, 1947; Reid and Inbau, 1977). Indeed, several psychophysiological methods (popularly labeled, “polygraph techniques”) have been developed since the beginning of the twentieth century and the study of psychophysiological detection of deception has attracted a great deal of interest among researchers as well as practitioners and has become an important area of applied psychology (e.g., Reid and Inbau, 1977; Raskin, 1989; Ben-Shakhar and Furedy, 1990; Lykken, 1998; National Research Council, 2003). This interest has considerably increased since the September 11 terror attack in the United States and the subsequent terror activities in Europe (for a review of recent research, see Verschuere et al., 2011; Rosenfeld et al., 2012). Furthermore, the increased need to detect suspects involved in planning and executing terror activities has raised new questions that require new research directions. One of the main goals of this paper is to describe and discuss these new directions.

METHODS OF PSYCHOPHYSIOLOGICAL DETECTION

The various psychophysiological detection methods that have been developed can be broadly classified into two categories: (1) Methods designed to detect deception, which rely on physiological responses to direct questions (e.g., “did you break into the Jewelry store on Thursday night?”); and (2) methods designed to detect concealed knowledge (e.g., “was the stolen jewel, a golden watch?”; “was it a diamond ring?”). The method, most closely associated with the first category, has been labeled the Control (or more recently, comparison) Questions Technique (CQT). The CQT has been the preferable detection method used by law-enforcement agencies in the United States and it has been exported to various other countries. Yet, the CQT has been severely criticized and nowadays it is considered by most researchers as lacking scientific foundation (e.g., Ben-Shakhar, 2002; Iacono and Lykken, 2002; National Research Council, 2003). The major obstacle in any attempt to detect deception directly is that there is no specific and unique response associated with deception and under realistic police investigations both deceptive and honest suspects are highly aroused by the relevant (“Did you do it?”) questions and thus may show similar physiological responses to these questions.

The method designed to detect concealed knowledge was traditionally labeled the guilty knowledge test (GKT, see Lykken, 1959, 1960), but more recently it has been referred to as the concealed information test (CIT, see Verschuere et al., 2011). This test utilizes a series of multiple-choice questions, each having one relevant alternative, also labeled as Probe (e.g., a feature of the crime under investigation) and several neutral (control) alternatives, chosen so that an innocent suspect would not be able to discriminate them from the probe (Lykken, 1998). The relevant alternatives are significant only for knowledgeable (guilty) individuals and there is ample evidence, mostly from psychophysiological research on orienting responses (ORs), indicating that significant stimuli elicit
enhanced ORs (e.g., Sokolov, 1963; Gati and Ben-Shakhar, 1990; Siddle, 1991). Thus, if the suspect's physiological responses to the relevant alternative are consistently larger than to the neutral (or irrelevant) alternatives, knowledge about the event (e.g., crime) is inferred. As long as information about the event has not leaked out to innocent suspects, the probability that an innocent suspect would produce consistently stronger responses to the relevant than to the neutral alternatives depends only on the number of questions and the number of alternative answers per question, and hence it can be controlled such that maximal protection for the innocent is provided. Clearly the detection of concealed information does not necessarily imply that the suspect is deceptive, as other explanations may be offered for the possession of guilty knowledge. Thus, deception or guilt can only be inferred indirectly and they require additional investigation. Although the CIT does rely on solid scientific grounds (e.g., Verschuere and Ben-Shakhar, 2011) it is very rarely used in practice in Western countries and in fact it is routinely used as the standard psychophysiological detection method only in Japan (see Osugi, 2011).

This paper will focus only on the CIT because it is the only psychophysiological method that is properly grounded in scientific research and theory. Both the strength and weaknesses of this technique will be briefly described as well as possible reasons for its limited usage. Finally, I will discuss current and future research directions as well as attempts to increase the usage of the CIT.

A BRIEF REVIEW OF CIT RESEARCH

Concealed information test research can be traced back to the early 1940s and 1950s (e.g., Geldreich, 1941, 1942; Ellson et al., 1952), but two articles published by Lykken (1959, 1960) were the first to make a real impact on the field and enhance interest in the CIT among various research groups. This early research relied on just a single physiological measure, namely skin conductance response (SCR) and demonstrated an impressive ability to detect concealed information. Specifically, Lykken (1959) employed a mock-crime procedure where some subjects committed one or two mock-crimes (the “guilty” subjects) while others (the “innocents”) did not commit any. The results revealed that 88% of the “guilty” subjects were detected while none of the “innocent” subjects were misclassified as “guilty.” Lykken’s (1960) second study relied on a personal items paradigm and used 25 biographical details of 20 subjects, all of whom were correctly detected.

Concealed information test research has expanded in several directions in the following decades. First, the validity of additional autonomic measures, such as changes in respiration and heart rate, was examined (e.g., Thackray and Orne, 1968; Cutrow et al., 1972). For a recent review of CIT studies based on autonomic nervous system (ANS) measures, see Gamer (2011a). Furthermore, in the past two decades, much research interest has been devoted to the use of brain evoked potentials (see Rosenfeld, 2011 for a review) and brain imaging (see Gamer, 2011b; Rosenfeld et al., 2012) for the detection of concealed information. Second, attempts were made to shed light on the theoretical basis of the CIT effect – the enhanced responses elicited by the significant stimuli (e.g., Gustafson and Orne, 1963, 1965; Lieblich et al., 1970; Ben-Shakhar, 1977; Ben-Shakhar and Lieblich, 1982; Verschuere et al., 2004, 2007). Third, many studies examined the effects of various factors on the outcomes of the CIT (e.g., the effect of type of verbal responses to the CIT questions, Kugelmass et al., 1967; Horneman and O’Gorman, 1983; the effect of drugs, Waid et al., 1981a; Iacono et al., 1984). Finally, factors that may limit the applicability of the CIT have been examined (e.g., the vulnerability of the CIT to countermeasures, Ben-Shakhar and Dolev, 1996; Honts et al., 1996; the effect of leakage of critical CIT items to innocent suspects, Bradley and Warfield, 1984; Bradley and Rettinger, 1992).

THEORETICAL FOUNDATION OF THE CIT

Recently, Verschuere and Ben-Shakhar (2011) reviewed the various theoretical approaches proposed to account for the enhanced autonomic responses to the relevant CIT alternatives. In this paper I will discuss only the main theoretical accounts. As the autonomic measures used in the CIT are components of the OR (see Sokolov, 1963; Lynn, 1966), it is not surprising that this concept has been proposed to account for the CIT effect. Furthermore, Sokolov (1963) and his followers noted that significant stimuli (“signal-value stimuli,” to use Sokolov’s terminology) elicit enhanced ORs with slower habituation and this can account for the enhanced responses to the crime-relevant stimuli observed among knowledgeable (guilty) individuals. The relationship between the CIT effect and OR was highlighted by Lykken (1974) who wrote that, “… for the guilty subject only, the ‘correct’ alternative will have a special significance, an added ‘signal value’ which will tend to produce a stronger orienting reflex than that subject will show to other alternatives (p. 728).”

There is ample evidence supporting the OR account for the CIT effect. First, the physiological response pattern elicited by the relevant CIT items in knowledgeable individuals (e.g., increased SCR, Lykken, 1959; heart-rate deceleration, Verschuere et al., 2004; respiratory suppression, Timm, 1982; and increased pupil dilation, Lubow and Fein, 1996) is typical for the OR. Second, several features characteristic of the OR have been demonstrated, using the CIT paradigm. For example, response habituation has been observed in several CIT studies (e.g., Ben-Shakhar et al., 1975; Balloun and Holmes, 1979; Verschuere et al., 2005). In addition, as predicted by OR theory, the CIT effect has been demonstrated to increase when the critical items are less frequently presented (e.g., Ben-Shakhar, 1977). Futhermore, the information processing view of orienting states that the OR serves to allow more elaborate processing of the OR-eliciting stimulus (Kahneman, 1973; Wagner, 1978; Ohman, 1992). Research demonstrating positive correlations between OR and later recall of the stimulus material supports this view (e.g., Corteen, 1969). Indeed, several CIT studies found a positive association between recall and detection efficiency (e.g., Waid et al., 1978, 1981b; Iacono et al., 1984; Carmel et al., 2003; Verschuere et al., 2007).

On the other hand, some research findings are hard to reconcile with the OR theory. For example, heart-rate deceleration elicited by relevant CIT items may last for 15 s, whereas according to OR theory heart rate typically decelerates 1–5 s after the onset of the OR-eliciting stimulus, and then returns to baseline (Richards and Casey, 1992). In addition, although OR theory predicts greater startle modulation to the relevant than to the irrelevant items, Verschuere et al. (2007) failed to support this prediction and proposed an alternative hypothesis, namely response inhibition, to explain
the startle data. Processes other than orienting may contribute to physiological responding in the CIT, and response inhibition seems a reasonable candidate. This account is also supported by recent fMRI research (see Gamer et al., 2007).

THE VALIDITY OF THE CIT

Although the initial studies reported by Lykken (1959, 1960) produced impressive validity estimates for the CIT based on SCR, the results of subsequent studies that used both SCR and additional ANS measures were less uniform. The best method for evaluating research results across many studies is meta analysis (e.g., Hunter and Schmidt, 1990). Indeed two meta analytic studies published last decade (MacLaren, 2001; Ben-Shakhar and Elaad, 2003) demonstrated a relatively large mean effect size (Cohen’s $d$) for the CIT based on SCRs. For example, Ben-Shakhar and Elaad (2003) covered 80 laboratory studies, which included 169 experimental conditions with a total of 5198 participants tested under a variety of CIT paradigms (e.g., card test, mock-crime) and reported an overall average effect size of 1.55. They further showed that studies relying on the mock-crime paradigm, which seems more relevant for field applications than other paradigms, produced an average effect size of 2.1.

However both meta analyses relied only on a single measure and as more studies using additional measures were published during the last decade, it is more informative to describe a recent meta analysis that included four measures (Meijer et al., 2012). In addition to SCR, this meta analysis included studies that measured respiration line length (RLL, see e.g., Timm, 1987), heart-rate deceleration (e.g., Ambach et al., 2011), and the P300 component of the event-related potential (e.g., Rosenfeld et al., 1988; Farwell and Donchin, 1991). Meijer et al. (2012) included in their meta analysis two CIT paradigms (the mock-crime and the personal items paradigms) and several measures of detection efficiency. In addition to the average Cohen’s $d$ they computed the variance of $d$ across studies and subtracted from it the variance that would be expected from sampling errors. The residual variance represents true differences among the studies.

The main results of this meta analysis indicated that the four measures differ significantly in their detection efficiency. Specifically, the P300 measure outperformed all three ANS measures, with an average of 2.55, but it should be noted that 80% of the P00 studies, included in this meta analysis, came from a single laboratory (of J. P. Rosenfeld) that has been most active in the past two decades. The HR measure was the least effective of all four measures that have been examined (with an average $d$ of 0.88), but it is important to note that even this $d$ value is considered a large effect size (see Cohen, 1988). Moreover, several studies demonstrated that a combination of several ANS measures outperforms the best single measure (e.g., Ben-Shakhar and Dolev, 1996; Ben-Shakhar and Elaad, 2002; Gamer et al., 2008) and from this respect the $d$ value of 1.73 obtained for the SCR measure can be considered as an underestimate of detection efficiency with ANS measures. The results of this meta analysis also revealed a considerable residual variance for the SCR and the P300, which means that real differences between studies exist for these measures.

Indeed, several moderating factors were identified for the SCR measure. Specifically, two factors that were also identified by Ben-Shakhar and Elaad (2003), namely motivation to avoid detection and the number of CIT questions mediate the SCR effect size. In experimental conditions that employed either incentive or instructions to avoid detection, the average $d$ was 1.89 as compared with an average of 1.45 observed under law motivation conditions. In addition, when the number of CIT questions used was at least six the average $d$ was 1.99 as compared with 1.45 when a smaller number of questions were used. These two moderators may be very important for the application of the CIT because real-life investigations are clearly associated with very high levels of motivation to avoid detection and because investigators can increase detection efficiency by making efforts to identify as many appropriate critical items as possible. The number of ERP studies (32) was too small to allow for an analysis of moderators. In addition, motivation was not manipulated in ERP studies and the number of questions used was more or less uniform.

However, although this meta analysis, as well the previous meta analytic studies (MacLaren, 2001; Ben-Shakhar and Elaad, 2003), demonstrated very large effect sizes, it should be emphasized that only laboratory experiments were analyzed and it is questionable whether the results of CIT experiments can be generalized to realistic criminal investigations. Unfortunately, only two field CIT studies were reported in the scientific literature (Elaad, 1990; Elaad et al., 1992). The results of these studies, which were based on criminal cases investigated by the Israeli Police, showed that the rates of false-positive errors were as low as those reported in laboratory experiments (2% in the former study, which relied only on the electrodermal measure, and 5% in the latter study, which utilized a combination of electrodermal and respiration measures), the rates of false-negative errors were much larger (42% in the former study and 20% in the latter). This may imply that CIT experiments have a weak external validity, but it should be noted that the use of the CIT in the criminal cases studied by Elaad (1990) and Elaad et al. (1992) was not optimal. In particular, the mean number of questions used in these field studies (2 and 1.8 in Elaad, 1990 and Elaad et al., 1992, respectively), was much smaller than recommended. In addition, the two field studies were based on CITs that were administered immediately after a CQT, and this might attenuate the sensitivity of the physiological measures due to habituation. Thus, it is possible that the relatively high rates of false-negative errors and lower detection efficiency obtained in these field studies resulted from a non-optimal usage of the CIT.

WEAKNESSES AND POTENTIAL LIMITATIONS OF THE CIT

So far, I have listed several advantages of the CIT over alternative detection methods, namely its solid theoretical foundation, the impressive validity estimates obtained for the CIT in experimental settings and its potential for protecting innocent suspects against false classification. Unfortunately, the CIT has several weaknesses and in this section I will discuss factors that may limit its application. As indicated above, the bulk of CIT studies were conducted in artificial laboratory settings where volunteering participants were requested to commit a mock-crime, with no consequences for their well-being. It is important therefore, to examine the factors that differentiate the experimental setting from real criminal investigations.
LEAKAGE OF CRITICAL ITEMS
Implementation of the CIT depends on a successful concealment of the critical items. Whereas in mock-crime studies concealment is perfectly guaranteed, in real-life this is not necessarily the case and critical items may leak to innocent suspects, either through the media, or during the course of police interrogations.

Several studies examined the effect of information leakage on the CIT accuracy and particularly on false-positive outcomes. Most of these studies were conducted by Bradley and his colleagues (Bradley and Warfield, 1984; Bradley and Rettinger, 1992; Bradley et al., 1996; see Bradley et al., 2011, for a recent review of the leakage literature). Generally, these studies demonstrated that although informed innocent participants show larger relative responses to the critical items, as compared with uninformed innocents, they could be differentiated from guilty participants. However, two recent studies demonstrated that informed innocents were not differentiated from guilty participants when the CIT was administered immediately after the mock-crime (Gamer et al., 2010; Nahari and Ben-Shakhar, 2011). But when the test was delayed (as is usually the case in realistic criminal investigations), informed innocents showed smaller differential responses to the critical items, as compared with guilty participants. This was mediated in both studies by the fact that informed innocents forgot critical items more than guilty participants.

Several means to reduce the damaging effects of information leakage (in addition to improving police practices) were examined by some researchers. Ben-Shakhar et al. (1999) used target items to which participants had to respond in addition to the critical and the control items. Under this procedure, the rate of false-positive outcomes among informed innocents was somewhat reduced.

Bradley and Warfield (1984) proposed a modified version of the CIT, labeled the guilty action test (GAT), in which the formulation of the questions emphasize actions rather than knowledge (e.g., “Did you kill Mr. X with a gun?, knife?...” rather than “Was Mr. X killed with a gun?, knife? ...”). Under the GAT guilty suspects are deceptive when giving negative answers to these questions, whereas informed innocents are telling the truth. Bradley et al. (1996) directly compared the CIT and the GAT and showed that the GAT significantly reduced the false-positive rates, although these rates were still very high (50%). On the other hand, a more recent study by Gamer (2010) failed to find any differences between the two test formats: In both formats informed innocents were undifferentiated from guilty participants.

Previewing the CIT questions has also been offered as a means to prevent the usage of items that might have leaked. Presenting the CIT questions prior to the test may provide examiners with an opportunity to explain that they are familiar with certain items (e.g., they were mentioned in prior interrogations). Verschure and Crombez (2008) demonstrated that previewing CIT items does not reduce the test’s validity. Clearly, leakage of critical information is a major threat to the validity of the CIT and the test should not be used when critical items were leaked. No information is available about the extent to which critical items are being leaked in police investigations, but the results of the two field studies reported by Elaad and his colleagues (Elaad, 1990; Elaad et al., 1992) were encouraging with this respect, as in both studies the false-positive rates were small, indicating that at least in these criminal cases critical information did not leak.

THE EFFECTS OF COUNTERMEASURES
While leakage of critical information may affect false-positive rates, other factors that can increase false-negatives were also identified in previous research. Specifically, several studies demonstrated that the CIT is vulnerable to countermeasures, namely deliberate techniques that might be used by suspects to alter their physiological reactions in order to avoid detection. Several countermeasure techniques have been experimentally examined (e.g., Kubis, 1962; Elaad and Ben-Shakhar, 1991; Ben-Shakhar and Dolev, 1996; Honts et al., 1996; see a recent review of the countermeasure literature in Ben-Shakhar, 2011), but countermeasures were most effective when subjects attempted to create or enhanced responses to the neutral items. This can be achieved either by physical (subjects can bite their tongue to inflict pain when the control items are presented) or by mental means (recalling exciting and emotional memories, or exercising mental activities during presentation of control items). Mental countermeasures may be most harmful because they cannot be detected by the examiners. Two studies examined the effects of mental countermeasures on the outcomes of the CIT (Ben-Shakhar and Dolev, 1996; Honts et al., 1996) and demonstrated a significant reduction in SCR detection efficiency when these countermeasures were applied. However, no countermeasure effects were observed in these studies when the RLL was used as the detection measure.

Clearly, both physical and mental countermeasures require some sophistication and certain knowledge. However, there is an extensive literature in which ANS-based polygraph procedures including effective countermeasure techniques are described in great detail. Thus, the danger that interested individuals may gain the necessary understanding in order to use countermeasures is a real one.

Several researches reported that even CIT based on the P300 component of the event-related potential may be vulnerable to countermeasures (e.g., Rosenfeld et al., 2004; Mertens and Allen, 2008). To overcome this difficulty, Rosenfeld et al. (2008) developed a novel P300 protocol called the Complex Trial Protocol which temporally separates the presentation of probe or irrelevant from target or non-target. Several studies reported by Rosenfeld and his colleagues demonstrated that this protocol was indeed highly resistant against both mental and physical countermeasures (Rosenfeld et al., 2008; Meixner and Rosenfeld, 2010; Rosenfeld and Labkovsky, 2010; Winograd and Rosenfeld, 2011). Clearly these studies should be replicated in other laboratories, but they indicate that CIT based ERPs may be immune against countermeasures and as ERPs are associated with very large effect size (see Meijer et al., 2012) they may have an excellent potential as an applied detection method.

THE ROLE OF PERCEPTION AND MEMORY OF CRIME-RELATED ITEMS ON CIT VALIDITY
A successful implementation of the CIT in the criminal investigation context depends on the identification of a sufficient number of salient features of the crime, features that are likely to be
noticed by the perpetrator and stored in memory. Unfortunately, the bulk of CIT research has been conducted in artificial settings where it was guaranteed that participants memorized all critical features of a mock-crime. Furthermore, the CIT is typically administered immediately after participants committed the mock-crime, whereas in realistic criminal investigations polygraph tests are administered after a relatively long delay. Thus, the external and ecological validity of mock-crime studies seem highly questionable. Recently, three studies examined the role of memory for critical items on the CIT’s outcomes (Carmel et al., 2003; Gamer et al., 2010; Nahari and Ben-Shakhar, 2011). These studies revealed that when the CIT is administered one or two weeks after the mock-crime, certain critical items are not recalled and do not elicit differential responses. However, consistent with memory research (e.g., Kensinger, 2007), memory loss occurs mostly with peripheral items (features that are not directly related to the execution of the crime, such as a picture on the wall of the crime scene). Central features, such as type of weapon used, are capable of eliciting large responses even when the test is delayed. Clearly, this line of research that has important practical implications for constructing proper CITS should be continued and extended.

THE EFFECTS OF EMOTIONAL STRESS AND MOTIVATION ON CIT VALIDITY

Another important difference between the typical experimental setup and realistic criminal investigations is the level of stress experienced by the examinees as well as their motivation to avoid detection. However, there are several indications that these factors are not interfering with the external validity of CIT experiments. First, as indicated above, motivation to avoid detection was manipulated in several studies and was generally associated with an increased CIT effect (Ben-Shakhar and Elaad, 2003; Meijer et al., 2012). Thus from this perspective, it seems that the CIT should have even larger detection efficiency in realistic investigations than in laboratory experiments.

Second, two studies (Kugelmass and Lieblich, 1966; Bradley and Janisse, 1981) manipulated the level of stress experienced by subjects while taking the CIT and included levels that seem to resemble realistic situations. Both studies demonstrated that the level of stress had no effect on the outcomes of the CIT. It was concluded that, “within a considerable range of stress no necessary decrease in the detection efficiency of the GSR channel need be expected” (Kugelmass and Lieblich, 1966, p. 215). Thus, on the basis of these two studies it seems that detection efficiency estimated in laboratory experiments can be generalized to situations characterized by much higher levels of motivation and stress.

Third, recently Peth et al. (2012) manipulated the level of stress during mock-crime execution and found that level of stress did not affect the relative responses to the critical CIT items with electrodermal, respiration, and cardiovascular measures. Furthermore, the data revealed that under the high arousal level, detection efficiency based on central items tended to be unaffected by delaying the test. The authors concluded that, “emotional arousal might facilitate the detection of concealed information sometime after the crime occurred” (Peth et al., 2012, p. 381).

CURRENT USAGE OF THE CIT IN PRACTICE

As mentioned above, despite its many advantages, the CIT is hardly used in criminal investigations in the West, whereas the much more controversial, CQT is used extensively in the United States and several other countries. The limitations of the CIT, listed in the previous section have been offered as an explanation for this state of affairs. Krapohl (2011) discussed various factors that limit the applicability of the CIT and classified them into two categories, practical and cultural limitations. The practical factors relate to the difficulty in identifying a sufficient number of salient features of a crime and protecting them from leaking as well as the vulnerability of the CIT to countermeasures (although the CQT is as vulnerable to countermeasures as the CIT, e.g., Honts et al., 1994). Podlesny (1993) made similar arguments and estimated that the CIT might have been used in only 13.1% of FBI cases for which polygraphs have been used. This estimate is based on the assumption that at least four different CIT questions are required to construct a CIT.

However, it is difficult to reconcile these arguments and estimates with the fact that the CIT has been used for many decades by the Japanese police as the standard polygraph method. Approximately 5000 CITS are administered annually in Japan and this method has even been used as admissible evidence in the Japanese criminal courts (Hira and Furumitsu, 2002; Nakayama, 2002; Osugi, 2011). Therefore, it seems more reasonable that the cultural factors may provide a better explanation for these differences in the application of the CIT. Indeed, Krapohl (2011) suggested that even if the practical difficulties were resolved, “the expanded use of the CIT would still face resistance from some experienced polygraph examiners who, wedded to the methods they learned in polygraph school, find such a radical departure from the CQT protocol unsettling and unnecessary” (Krapohl, 2011, p. 160). He added that only 5 out of the 20 certified polygraph schools in the U.S. formally teach the CIT.

There is a huge gap between scientists and practitioners in this area and while the bulk of the scientific community regard the CQT as a non-scientific method, most practitioners believe it is highly accurate. A possible explanation for this gap was offered by Ben-Shakhar (1991) who argued that the belief of practitioners in the validity of the CQT reflects a biased decision process. Specifically, polygraph examiners are affected by the confirmation bias (e.g., Nisbett and Ross, 1980; Darley and Gross, 1983) when they administer the CQT and evaluate the physiological responses. As a result, the outcomes of the CQT are typically consistent with the examiners’ a priori hypotheses and this creates a strong illusion of validity (see Einhorn and Hogarth, 1978). In addition, the CQT is often used to extract confessions (Furedy and Liss, 1986), and naturally investigators make efforts to extract confessions only when they believe that the suspect is guilty. Thus, confessions made after a CQT are typically associated with an incriminating CQT’s outcome (Iacono, 1991) and this is another factor that contributes to the illusion of validity. Finally, Western practitioners may have been influenced by the positive results of controlled mock-crime experiments that generally supported the CQT’s validity (although their weak external validity does not allow for generalizing their results, see Ben-Shakhar, 2002).

In addition to the strong belief of polygraph examiners in the CQT’s validity, it should be noted that it is much easier to formulate
CQT questions than to identify salient features of a crime and as the CQT is a test of deception, it can be used in all types of criminal cases. Thus, practitioners in most countries do not feel that the CQT need to be replaced.

**FUTURE DIRECTIONS IN RESEARCH AND PRACTICE**

**THE NEED FOR FIELD-VALIDITY STUDIES**

In the previous section I discussed several factors differentiating the artificial experimental setting from that of realistic criminal investigations. Clearly, the best approach would be to examine the validity of the CIT as practiced with real suspects. However, as indicated above only two field-validity studies were published so far (Elaad, 1990; Elaad et al., 1992). This unfortunate situation may be explained by the difficulties involved in conducting proper field studies in this area. Specifically, a ground truth criterion is typically unavailable and the use of confessions is problematic because they may depend on the test’s outcomes (see Iacono, 1991). Nevertheless, efforts must be made to overcome these difficulties and the natural setting for such studies seems to be Japanese criminal investigations arena because the CIT is the standard polygraph method used in Japan and because Japanese polygraph investigators have the proper scientific training (Osugi, 2011). The application of the CIT by Japanese Police meets very high standards. Specifically, it typically rests on five different questions (as opposed to an average of about two in the Israeli Police studies), each repeated five times and on four physiological measures (as opposed to one or two in the Israeli studies). Furthermore, from the description of how the CIT is conducted by the Japanese Police (Osugi, 2011), it seems that CITs are conducted independently of other criminal investigations and it is not used as a means to elicit confessions. Such studies would shed light on the validity of the CIT in practice.

**EXAMINING ADDITIONAL PHYSIOLOGICAL AND BEHAVIORAL MEASURES**

**The use of brain imaging in the CIT**

The validity of additional measures that can be incorporated into the CIT may also be important. A great research interest has recently been directed to the use of brain imaging for the detection of deception. These studies used a variety of research paradigms and were focused primarily on the search of brain regions that are differentially activated when subjects give deceptive versus truthful responses. For example, the differentiation of deception (DOD) paradigm, designed to isolate deception and examine processes associated with deception (e.g., Furey et al., 1988), was often used in fMRI research. Other studies used variations of the CIT paradigm (primarily, the card test and the personal item paradigm), to examine brain activation when critical information is concealed. The results based on group data were not uniform and even studies using similar experimental procedures failed to fully replicate their findings, but most studies found regions in the prefrontal cortex being more activated when deceiving or concealing knowledge (see recent reviews by Gamer, 2011b; Rosenfeld et al., 2012). These studies are important from a theoretical perspective as they may shed light on brain mechanisms associated with deception, but from a practical perspective it is important to examine the efficiency of fMRI in classifying individuals as concealing critical information. Only very few studies assessed the validity of the CIT with fMRI. The results of these studies, as summarized by Rosenfeld et al. (2012), indicate that the average sensitivity and specificity were, about 86 and 92%, respectively. These figures are more or less similar to those obtained with ERPs (Meijer et al., 2012) and also to those obtained with a combination of ANS measures (see Gamer et al., 2008). Thus, given the complexity of fMRI measurement relative to ANS and ERP measures, it is highly questionable whether fMRI would have a practical utility as a field detection method. In addition, detection of concealed information with fMRI is vulnerable to all the threats mentioned earlier and the generalizability of the few published studies is questionable. For example, Ganis et al. (2011) demonstrated that when subjects applied countermeasures CIT detection accuracy with fMRI dropped from 100 to only 33%.

**The use of behavioral measures**

Several behavioral measures can be used for detecting concealed information with the CIT, but these measures have received relatively little research attention and definitely should be more thoroughly explored. Examining response latency (or response time-RT) to critical and neutral items is a natural candidate for providing useful information that can distinguish between knowledgeable and unknowledgeable (innocent) individuals because significant stimuli capture attention and thus require more processing time. Indeed, RT has been included in many ERP studies using the oddball paradigm (e.g., Farwell and Donchin, 1991) and showed the expected effect (enhanced RTs to critical items among knowledgeable participants). Moreover, Allen et al. (1992) reported a slightly better performance of the behavioral measures (response time and number of errors) as compared with the ERP measures. Seymour et al. (2000) were the first to examine RTs as a sole index for information concealment and concluded that RTs can serve as a simple alternative to the physiological measures typically used in the CIT. However, the question of whether RTs have incremental validity over ANS or ERP measures has not been resolved yet and studies using different paradigms produced different results (e.g., Gronau et al., 2005; Verschueren et al., 2009). In their review of the research on the use of RTs in the CIT, Verschueren and De Houwer (2011) argued that paradigms based on a manipulation of relevant stimulus-response compatibility, such as the oddball task are effective, whereas tasks that do not manipulate relevant stimulus-response compatibility, such as the modified Stroop used by Gronau et al. (2005) have not produced robust response latency differences between concealed and control items. Clearly, this is an important hypothesis that deserves further research. Similarly, the vulnerability of RT to countermeasure manipulations should be thoroughly examined.

**The symptom validity test**

This test may be promising because it is based on an entirely different rationale than that underlying both physiological and RT measures. Specifically, the SVT is based on asking examinees, who deny knowledge of the critical items, to guess these items. Effective concealment is possible when guessing is random (i.e., where the critical alternative is guessed with the same probability as all other alternatives), but producing random guesses may be very difficult for those who are actually aware of the
true alternatives. Consequently the outcome of multiple guessing attempts may differentiate knowledgeable (who would not be able to produce random guessing) and unknowledgeable examinees (whose guesses will be random). The SVT has been used to detect malingering in various contexts (e.g., Merckelbach et al., 2002; Verschueren et al., 2008) and recently it has been adopted for the CIT (Meijer et al., 2007; Nahari and Ben-Shakhar, 2011). These studies demonstrated that the SVT can improve detection efficiency when combined with ANS measures. Once again, much more research is required to determine the practical utility of the SVT.

THE POTENTIAL USE OF THE CIT IN THE ANTI-TERROR CAMPAIGN

The increased terror activities during the last decade have raised an increased interest in detection methods in general, and particularly in the CIT. The use of the CIT to detect individuals and groups involved in terror activities has raised new questions. First, suspects in terror activities are often being interrogated about their plans, rather than about crimes already committed. Thus, one question that deserves careful research is whether detecting past actions is equivalent to detecting future intentions. Two initial studies have already examined this question. Meijer et al. (2010a) conducted a systematic comparison between committing a mock-crime and planning a mock-crime. These authors demonstrated that the CIT with the SCR measure was similarly effective in both conditions, suggesting that the CIT can be used to detect mal-intentions. This conclusion is also supported by recent findings reported by Meixner and Rosenfeld (2011) showing impressive detection efficiency of the P300-based-CIT with participants who planned a mock terrorist attack. Clearly, this line of research should be continued and elaborated.

A second, related question is whether the CIT can be applied to cases where the precise details are not available to the investigators. For example, the Japanese Police applies the CIT in some cases to retrieve information that is unavailable to the investigators (e.g., finding the location of a murder weapon). This application of the CIT, termed "the Searching CIT" (SCIT), is described in detail by Osugi (2011). The SCIT may be applied in the anti-terror campaign. For example, imagine a terrorist group planting a bomb in a certain location unknown to the investigators. Can this location be detected when suspects are identified and tested using the SCIT, to prevent an upcoming explosion? Clearly the use of the SCIT requires some a priori knowledge (e.g., possible terror targets) and therefore can be applied only when some intelligence information is available to the investigative authorities. Although the SCIT is being used by the Japanese Police, research examining the validity of this method, as used in Japan is unavailable.

However, initial research on the SCIT has recently emerged. Meijer et al. (2010b) examined the SCIT with the electrodemal measure. They tested 12 participants, who were informed about the details of a planned terror attack, where these details were not known to the investigator (though it was assumed that the terror-related details are among the different alternatives included in the test). Relying upon group averages, these researchers were able to identify the correct alternative in each of the three SCIT questions used. However, this study is of limited external validity because all participants were exposed to the critical items, whereas in most real-life cases, some suspects may be innocent (unaware of the critical items). For example, in the terror attack example, some suspects may be only partially aware of the critical information, or they may be innocent altogether (not belonging to the terror organization). Therefore, it is important to test the SCIT validity under conditions in which suspects’ status (i.e., knowledgeable or unknowledgeable) is unknown to the investigator. Meixner and Rosenfeld (2011) were the first who examined the SCIT with both “guilty” and “innocent” participants. This study used the P300 component of the event-related brain potentials and compared the largest average P300 amplitude of each participant with the second largest response. Detection was made at the individual participant level and 10 out of the 12 knowledgeable participants were correctly detected with no false positives. This yielded an area under the receiver operating characteristic (ROC) curve of 0.979. Additionally, 58% (21 out of 36) critical items were correctly detected.

A different approach was recently adopted by Breska et al. (2012) who examined several algorithms designed to detect the critical items as well as differentiate between knowledgeable and unknowledgeable participants in the SCIT. They reanalyzed three data sets from previous, published CIT studies, assuming that the critical items are unknown to the investigators, but are included among the alternative items presented to the subjects. Specifically, they examined two classes of algorithms. The first class was based on averaging responses across subjects to identify critical items and then on averaging responses across the identified critical items to identify knowledgeable subjects. The second class was based on the correlations between the response profiles of all subject-pairs and applied a principle component analysis to decompose the correlation matrix into its principal components. The detection score was defined as the coefficient of each subject on the component explaining the largest portion of the variance. The results revealed that in most cases all critical items were correctly identified and the efficiency of differentiation between knowledgeable and unknowledgeable subjects in the SCIT (indexed by the area under the ROC curve) approached that of the standard CIT, for both classes of algorithms. In addition, the robustness of these results to variations in the number of knowledgeable and unknowledgeable subjects in the sample was examined. This analysis demonstrated that the performance of these algorithms is relatively robust to changes in the number of individuals examined in each group, provided that at least two (but desirably five or more) knowledgeable examinees are included. Although these results seem promising, the validity of the SCIT should be examined in new experiments involving groups planning illegal activities.

CONCLUSION AND RECOMMENDATIONS

This paper focused on the CIT and discussed its strength and weaknesses as well as several new potential applications of this method and future research directions. The limited application of the CIT was explained by several practical factors related to its weaknesses and by cultural factors. As the CIT seems to be the only scientifically based detection method, with impressive validity estimates observed in controlled, laboratory studies, it is important to suggest ways to overcome its difficulties and expand its usage. Thus, in this final section I will list several recommendations that may enhance the applicability of the CIT.
1. **Identifying a sufficient number of salient crime-features**: Recent research suggested that the CIT performs best with central features of the crime, especially when the test is delayed (Carmel et al., 2003; Gamer et al., 2010; Nahari and Ben-Shakhar, 2011). This poses a great challenge because it has been suggested that at least five different CIT questions should be formulated (Lykken, 1988; Ben-Shakhar and Elaad, 2003). Two approaches may be offered to overcome this difficulty. First, although multiple questions are definitely desired, two studies demonstrated that the CIT can be successfully used with much fewer questions, and even with a single question, provided that questions are repeated several times and that a combination of several physiological measures is used (Elaad and Ben-Shakhar, 1997; Ben-Shakhar and Elaad, 2002). Second, the criminal investigation process should be modified, such that polygraph examiners would be able to inspect the crime scene soon after a crime was committed, as practiced by the Japanese National Police.

2. **Protecting critical items and preventing leakage**: Although the results of the field studies reported by Elaad and his colleagues (Elaad, 1996; Elaad et al., 1992) suggest that leakage of crime-related information did not affect the results of CITs administered by the Israeli police, preventing leakage is essential for a wide application of the CIT. Some research results described earlier (Bradley et al., 1996; Ben-Shakhar et al., 1999) offered methods to reduce the effects of information leakage. However, even with these methods false-positive outcomes among knowledgeable innocent subjects were too high to tolerate. Thus, it seems that the only solution to this problem is to modify police practices, such that critical features of the event are identified and concealed at the outset of the investigation, as a standard investigative practice and that the CIT questions will be previewed by the suspects.

3. **Dealing with countermeasures**: A possible approach for dealing with countermeasure manipulations is the use of the CIT with event-related potentials, rather than autonomic measures. Although initial studies suggested that ERPs are vulnerable to countermeasures (Mertens and Allen, 2008; Rosenfeld et al., 2004), more recent studies using the complex trial protocol showed impressive detection efficiency both when participants applied physical and mental countermeasures and under a non-countermeasure condition (Rosenfeld et al., 2008; Meixner and Rosenfeld, 2010; Rosenfeld and Labkovsky, 2010). In addition, it is important to note that detection efficiency with ERP measures have been demonstrated to be significantly better than that obtained with ANS measures (Meijer et al., 2012). A different approach for dealing with countermeasures was adopted by Elaad and his colleagues who examined several covert respiration measures, with the idea that examinees who are unaware of the fact that they are connected to a polygraph will not be motivated to apply countermeasures (e.g., Elaad and Ben-Shakhar, 2008). However, this idea raises ethical questions that may severely limit or even prohibit its use (for a review of research on covert measures, see Elaad, 2011). More recently, two studies examined whether the CIT can be applied when the questions are presented subliminally and masked (Lui and Rosenfeld, 2009; Maoz et al., 2012). The rationale is similar to the use of covert measures, but it is unclear whether the potential advantage of using invisible stimuli in combating countermeasures, outweighs the cost of reducing detection efficiency as observed by Maoz et al. (2012) under subliminal presentation conditions.

4. **Future research directions**: Clearly, all the above recommendations require additional research. For example, the complex trial protocol should be further examined in various laboratories. Similarly, the idea that memory of central crime details is stable over time and unaffected by emotional stress needs further research. Finally, it is essential to examine these factors under realistic conditions, with real criminal suspects.
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Effects of the combination of P3-based GKT and reality monitoring on deceptive classification
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INTRODUCTION
Deception occurs in a variety of interpersonal situations. Individuals are able to detect deception using several methods. When an individual tells a lie, that person unconsciously displays potential cues that may be behavioral, verbal, and psychophysiological (Vrij, 2000; Gamer et al., 2006). Typically, lie detection tools are designed to detect a lie using these cues. One commonly used lie detection tool is the arousal-based polygraph (Vrij, 2000). The arousal-based polygraph detects a lie based on differences in psychophysiological responses (e.g., electrodermal response, cardiovascular, and respiratory) to crime-relevant and crime-irrelevant questions (Kircher and Raskin, 1988; Richardson et al., 1990; Ben-Shakhar et al., 1999). Despite its usefulness in the field, the arousal-based polygraph has some limitations. For example, the arousal-based polygraph indirectly detects a lie by measuring variables related to the lie (e.g., guilty, anxiety). However, these emotions can appear not only in a situation where individuals tell a lie but also in an uncertain situation where innocent individuals are false accused (Allen and Mertens, 2009).

Another method of lie detection is based on recognition of crime-related information that is stored in memory. This method is called the Guilty Knowledge Test (GKT). Individuals who commit a crime have specific knowledge or memories about the crime, whereas innocent individuals do not. The GKT examines whether suspects possess this specific knowledge. If a guilty suspect recognizes the crime-related evidence presented, he or she is more likely to produce higher physiological responses than will non-guilty suspects (Vrij, 2000). One of the methods used to detect such recognition is the event-related potentials (ERPs). The ERPs provide considerably accurate information regarding temporal changes in brain activity in response to the processing of a particular stimulus. Of the ERPs components, the P300 (P3) component is evoked in response to attentive, recognized, and meaningful stimuli (Polich and Kok, 1995; Polich, 2000).

The P3-based GKT is a tool that uses temporal changes in brain activity to detect deception (Farwell and Donchin, 1991; Rosenfeld et al., 1991; Allen et al., 1992; Abottalebi et al., 2006). In the P3-based GKT, three types of stimuli, target, probe, and irrelevant, are presented to participants. Probe stimuli contain concealed crime-related information that only the guilty individuals possess (Ben-Shakhar and Elaad, 2002). Irrelevant stimuli are
stimuli with information that is unrelated to the crime. Target stimuli are also stimuli that contain information unrelated to the crime. Target stimuli are essentially a list of stimuli the participants are instructed to respond to by pressing a button when the stimuli are presented (Farwell and Donchin, 1991). The basic assumption of the P3-based GKT is that guilty individuals will recognize the probe stimuli, thus evoking higher P3 amplitude in their brain potentials compared to that evoked by the irrelevant stimuli. Conversely, innocent individuals will show no differences in P3 amplitude in brain potentials in response to the probe and irrelevant stimuli. Prior studies of ERPs-based GKT demonstrated that accurate rates of deception detection are relatively high, ranging from 89 to 90% (Farwell and Donchin, 1991; Rosenfeld et al., 1991; Allen et al., 1992). Despite its usefulness, the P3-based GKT is weak in natural environments. For example, probe stimuli may be disclosed to the public through mass media or disseminated verbally by individuals participating in the investigation (e.g., a criminal investigator). The witnesses may also have information about the crime even though they did not conduct a crime. Thus, they may not be classified into the innocent groups because of their knowledge or memories of the crime, which discourages the use of the P3-based GKT (Ben-Shakhar et al., 1999).

The quality of information about the crime may be different for guilty vs. innocent individuals even though they both have information about a particular crime. Given that they conducted the crime, guilty individuals may have more vivid sensory information about the crime as compared to innocent individuals. Such differences can be revealed by reality monitoring (RM), one type of statement analyses conducted in a crime setting. RM is based on differences in the quality of information contained in an individual’s memory for experienced vs. imagined events (Johnson and Raye, 1981; Memon et al., 2010). The assumption of RM is that experienced memories differ from fictional memories (e.g., Vrij et al., 2001). The RM evaluates the quality of information contained in memories using several criteria, including visual, auditory, temporal, and spatial details as well as cognitive operations. The visual and auditory details involve perceptual and sensory information. The temporal details provide information about timing or duration of events. The spatial details include information regarding where the event took place and how objects and people were situated in relation to each other. Memories of experienced events may involve more perceptual, sensory, spatial, and temporal details than the memories of imagined events. However, imagined memories that are obtained through an internal source are likely to contain thoughts and reasoning in one’s testimony, called cognitive operations. Cognitive operations are usually vague and not concrete (Vrij, 2008) and therefore are less frequent in memories of the experienced events as compared to memories of imagined events (Vrij et al., 2004). In criminal situations, an individual’s statement about an experienced event is likely to contain the truth, whereas a statement pertaining to an imagined event is likely to contain false information (Vrij, 2008). Thus, the RM analysis would differentiate statements between those who actually experience a crime (guilty individuals) and those who receive information about the crime only (witness or informed individuals). By distinguishing between those who have experienced a crime and those who only have information about a crime, RM can determine whether individuals are innocent. The individuals who witnessed the crime are more likely to describe perceptual and sensory details of the experienced event in their statements, whereas the guilty and informed individuals may describe the imagined event without actually experiencing it. For example, the guilty and informed individuals are more likely to make up a story either because they did not actually experience the crime or because had to pretend being innocent. Given these, RM may be used to complement and overcome a possible weakness of the P3-based GKT.

The aim of this study was to investigate whether a combination of the P3-based GKT and RM would more effectively differentiate among guilty individuals who conduct a crime, witnesses who experience the crime, and informed individuals who did not experience the crime but have information about the crime. Several hypotheses guide the current study. First, we predicted that in the P3-based GKT, the guilty group would show higher P3 amplitude in response to the probe stimuli than the other two groups. Second, we predicted that the witness group would meet the RM criteria more frequently than the other two groups. Third, we predicted that the combination of the P3-based GKT and RM would discriminate the groups more accurately than the P3-based GKT or RM alone.

MATERIALS AND METHODS
The participants consisted of 45 male undergraduates (15 per group), and the mean age of the sample was 23.07 years (SD = 2.41). They were randomly and evenly assigned to three groups: guilty, witness, and informed. This study used male participants because gender may affect ERPs amplitude (e.g., Cahill and Polich, 1992; Polich and Martin, 1992; Reinvang, 1999). We used the Machiavellianism Scale (Christie and Geis, 1970), the Social Adroitness Scale (Jackson, 1994), and Levenson’s Self-Report Psychopathy Scale (LSRP) (Levenson et al., 1995) to control for the manipulativeness of the participants. No significant differences were found among groups; the Machiavellianism Scale $F(2, 42) = 0.68$, n.s.; the Social Adroitness Scale $F(2, 42) = 0.43$, n.s.; the LSRP $F(2, 42) = 0.44$, n.s. (Table 1).

A 3D visual display was presented on dual monitors through an Olympus FMD-250W head-mounted display with a resolution of 800 × 600 pixels. A computer game (Grand Theft Auto

Table 1 | Demographic data and the questionnaire scores.

<table>
<thead>
<tr>
<th>Measured metric</th>
<th>Guilty group $(n = 15)$</th>
<th>Witness group $(n = 15)$</th>
<th>Informed group $(n = 15)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>23.27 (1.94)</td>
<td>22.93 (2.84)</td>
<td>23.00 (2.51)</td>
</tr>
<tr>
<td>Machiavellianism</td>
<td>50.87 (5.18)</td>
<td>51.13 (6.10)</td>
<td>48.80 (6.68)</td>
</tr>
<tr>
<td>Social Adroitness</td>
<td>12.60 (2.32)</td>
<td>11.67 (3.39)</td>
<td>11.87 (2.85)</td>
</tr>
<tr>
<td>LSRP</td>
<td>36.47 (6.97)</td>
<td>37.60 (6.58)</td>
<td>35.40 (5.65)</td>
</tr>
</tbody>
</table>

LSRP, Levenson’s self-report psychopathy scale.
San Andreas: GTASA) that involved a third-person shooter and a driving simulator in a virtual environment (VE) was used.

When the participants arrived at the laboratory, they were asked to sign a consent form and then the experimenter explained the objectives of the study. Each participant was randomly assigned to one of the groups (i.e., guilty, witness, or informed). The guilty or witness group wore a head-mounted device while experiencing the VE. Two vehicles were driven in the VE. One vehicle was driven by the guilty or witness group, and the other one was driven by an experimenter. The guilty group intentionally crashed their vehicle into the experimenter’s vehicle (i.e., head-on collision). The crash was severe enough to blow the hood off the vehicles. The witness group was instructed to drive safely and watch the crash that was caused by the experimenter. The informed group was instructed to watch screenshots of the car accident caused by the guilty group and read the description of the accident. The duration of the VE was approximately 15 min. All of the groups were instructed to write statements about the car accident and to insist that they were innocent.

Subsequently, all participants were given the GKT to evaluate whether they recognized the vehicle of assailant. Three types of stimuli (irrelevant, probe, and target stimuli) were used in the GKT. The irrelevant stimuli consisted of four screenshots of a vehicle not related to the accident, and the probe stimulus was a screenshot of the assailant’s vehicle. All participants were instructed to respond by pressing a spacebar when the target stimulus (i.e., a vehicle unrelated to the car accident) was presented. The vehicles used in this experiment were similar in size and color but different in shape. Each trial consisted of one probe, four irrelevant, and one target stimuli (total 40 trials). After presenting a fixation for 500 ms, the probe, irrelevant, and target stimuli were randomly presented for 1000 ms, and then a blank screen followed for 1500 ms with an inter-stimulus-interval (ISI) of 3000 ms (visual angle being 16° in width and 13° in height; 518 × 370 pixels). After attaching the electrodes to the head of each participant, the participants were instructed to press a “yes” button when the target stimuli were presented and a “no” button when the others were presented. The total duration of the P3-based GKT was approximately 12 min.

EEG data were recorded from 28 sites (Fpz, Fz, FCz, Cz, CPz, Pz, Oz, Fp2, F3/4, F7/8, FC3/4, C3/4, CP3/4, P3/4, P7/8, O1/2, T7/8, and FT7/8) with reference electrodes on the earlobes using the Neuroscan System (Neuroscan Labs, Sterling, VA, USA). EEGs were recorded from the outer canthus of each eye to measure horizontal electro-oculograms (HEOG) activity and from the left eye to measure vertical electro-oculograms (VEOG) activity. All impedances were maintained at 5 kΩ or less. The data were digitized at a rate of 512 Hz for 800 ms and recorded with a bandpass of 0.01–100 Hz. Epochs were created from -100 to 898 ms around the stimulus and baseline corrected using the 100 ms prestimulus period. Artifacts in which the EEG or EOG exceeded ±100 μV were rejected (Semlitsch et al., 1986). The bandpass filter was applied 0.05–10 Hz (24 dB octave/slope). The P3 component was typically defined as the largest positive peak occurring between 300 and 1000 ms at each electrode (Abotalebi et al., 2006). Amplitude was measured as the difference between the mean pre-stimulus baseline and maximum peak amplitude at Pz, because the Pz site is usually reported to be maximal among the other sites. Peak detection was done automatically but verified manually.

The RM analysis consisted of five domains: visual, auditory, temporal, and spatial details as well as cognitive operations. First, a statement met the criteria of having visual details if it contained a vivid or clear description. Second, a statement met the criteria for having auditory details if it encompassed auditory information. Third, a statement met the criteria for temporal details if it included the order in which the accident occurred. Fourth, a statement met the criteria for spatial details if the statement encompassed locational information on humans or objects. Fifth, a statement met the criteria for cognitive operations if it contained descriptions of imagined events from internal source, such as thoughts and reasoning. Cognitive operations were scored dichotomously: a score of 0 when cognitive operations were not present and a score of 1 when cognitive operations were presented. For the RM, a score for each domain was calculated by summing of frequency of meeting the criteria in their statements by two independent raters (Vrij et al., 2004).

RESULTS

P3-BASED GKT

A 3 (group: guilty, witness, and informed) × 3 (stimulus: probe, irrelevant, and target) repeated-measures ANOVA was performed to analyze the P3 data. The results indicated that there was a significant interaction effect between group and stimulus, $F_{(4, 84)} = 3.27, p < 0.05, \eta^2 = 0.14$. Subsequently, we performed One-Way ANOVA for each stimulus to investigate differences among the groups. There was a significant main effect of group membership on the P3 amplitudes for the probe stimuli, $F_{(2, 42)} = 8.42, p = 0.001, \eta^2 = 0.29$, but there were no significant group differences for the target and irrelevant stimuli, $F_{(2, 42)} = 0.31; F_{(2, 42)} = 0.37, n.s.$ In the pairwise comparison test, the informed group showed lower P3 amplitudes in response to the probe stimulus than the guilty, $t_{(28)} = 4.13, p < 0.001$, and witness groups, $t_{(28)} = 2.68, p = 0.01$. The difference between the guilty and the witness groups, however, did not reach statistical significance, $t_{(28)} = −1.33, n.s.$ (Figure 1). Additionally, there was a significant main effect of stimulus, $F_{(2, 84)} = 49.48, p < 0.001, \eta^2 = 0.54$. A pairwise comparison test indicated that P3 amplitudes in response to the target stimuli were higher than those in response to the probe, $t_{(44)} = 4.43, p < 0.001$, and irrelevant stimuli, $t_{(44)} = 8.99, p < 0.001$, and that the P3 amplitudes in response to the probe stimuli were significantly higher than the irrelevant stimuli, $t_{(44)} = 5.89, p < 0.001$. However, there was no main effect of group (Figure 2).

REALITY MONITORING

For the RM analysis, a 2 (group: guilty, witness, and informed) × 5 (criteria: visual, auditory, temporal, spatial, and cognitive operations) MANOVA was used. A MANOVA revealed a significant multivariate main effect for group, Wilk’s $= 0.13, F_{(10, 76)} = 13.61, \eta^2 = 0.64$. At a univariate level, there were significant main effects for visual, temporal, and spatial details as well as cognitive operations: visual details, $F_{(2, 42)} = 57.10, p < 0.001, \eta^2 = 0.73$; temporal details, $F_{(2, 42)} = 6.43, p < 0.01$,
\( \eta^2 = 0.23; \) spatial details, \( F(2, 42) = 12.57, p < 0.001, \eta^2 = 0.37; \) and cognitive operations, \( F(2, 42) = 34.20, p < 0.001, \eta^2 = 0.62. \) A pairwise comparison tests indicated that the witness group reported significantly more visual, temporal, and spatial details than did the guilty [visual details: \( t_{(28)} = 8.70, p < 0.001; \) temporal details: \( t_{(28)} = 2.84, p < 0.01; \) spatial details: \( t_{(28)} = 3.72, p = 0.001 \) ] and informed groups [visual details: \( t_{(28)} = 8.87, p < 0.001; \) temporal details: \( t_{(28)} = 3.04, p < 0.01; \) spatial details: \( t_{(28)} = 3.80, p = 0.001 \) ]. In terms of the auditory details, however, there were no significant differences among the groups.

For cognitive operations, the witness group had significantly less than the guilty, \( t_{(28)} = -8.30, p < 0.001, \) and informed group, \( t_{(28)} = -3.55, p = 0.001. \) Furthermore, the informed group also reported cognitive operations significantly less than the guilty group, \( t_{(28)} = -4.63, p < 0.001 \) (Figure 3).

**DISCRIMINANT ANALYSES FOR P3-BASED GKT AND REALITY MONITORING**

A discriminant analysis was conducted to investigate whether a combination of the P3-based GKT and RM was better at distinguishing between the guilty, witness, and informed groups than...
the P3-based GKT (i.e., probe, irrelevant, and target stimuli) or RM (i.e., visual, auditory, temporal, and spatial details as well as cognitive operations). To develop an optimum classifier to discriminate among the groups, two discriminant analyses were conducted. One analysis was performed to find a discriminant function to maximize the separation between the guilty and witness groups, and the other analysis was performed to distinguish between the guilty and informed groups.

First, we conducted a discriminant analysis to determine whether the P3-based GKT, RM, and a combination of the P3-based GKT and RM distinguished between the guilty and witness groups. For the results of the P3-based GKT, univariate $F$ tests showed that the discriminant function was not significant, $\chi^2(3, N = 30) = 5.20, p = 0.16$, and indicated that 82.2% of total variance was not explained, $\lambda = 0.82$. In the RM, univariate $F$ tests indicated significant differences for the visual, auditory, temporal, and spatial details and cognitive operations, $\chi^2(3, N = 30) = 49.93, p < 0.001$. The mean classification accuracy was 100.0%. Table 2 shows that 100.0% of the guilty group and 100.0% of witness group were classified correctly in the present study. An internal validation of the discriminant analysis was 90.0% (Table 3).

**DISCUSSION**

The purpose of this study was to investigate differences in the P3-based GKT or RM among individuals in the guilty, witness, and informed groups. Additionally, we investigated whether the combination of the P3-based GKT and RM would more accurately discriminate among the groups than either test alone.

The results indicated that the informed group showed lower P3 amplitude in response to the probe stimulus than did the guilty and witness groups. These results partly support the first hypothesis. Indeed, the results suggest that the P3-based GKT may differentiate individuals who do not experience the crime but who have information about the crime (i.e., informed individuals), from those who do experience it (i.e., witnesses, and guilty individuals). The informed individuals may have less specific memories surrounding the crime compared to individuals

---

**Table 2 | Discriminant analyses with P3-based GKT and reality monitoring between the guilty and witness group.**

<table>
<thead>
<tr>
<th></th>
<th>Hit rates</th>
<th>Eigenvalue</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Guilty group</td>
<td>Witness group</td>
<td>Total</td>
</tr>
<tr>
<td>P3-GKT</td>
<td>60.0 (73.3)</td>
<td>40.0 (26.7)</td>
<td>73.3 (80.0)</td>
</tr>
<tr>
<td>RM</td>
<td>100.0 (100.0)</td>
<td>100.0 (100.0)</td>
<td>100.0 (100.0)</td>
</tr>
<tr>
<td>P3-GKT + RM</td>
<td>100.0 (100.0)</td>
<td>100.0 (100.0)</td>
<td>100.0 (100.0)</td>
</tr>
</tbody>
</table>

**Table 3 | Discriminant analyses with P3-based GKT and reality monitoring between the guilty and informed group.**

<table>
<thead>
<tr>
<th></th>
<th>Hit rates</th>
<th>Eigenvalue</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Guilty group</td>
<td>Informed group</td>
<td>Total</td>
</tr>
<tr>
<td>P3-GKT</td>
<td>86.7 (86.7)</td>
<td>86.7 (86.7)</td>
<td>86.7 (86.7)</td>
</tr>
<tr>
<td>RM</td>
<td>66.7 (86.7)</td>
<td>86.7 (86.7)</td>
<td>76.7 (86.7)</td>
</tr>
<tr>
<td>P3-GKT + RM</td>
<td>86.7 (86.7)</td>
<td>93.3 (100.0)</td>
<td>90.0 (93.3)</td>
</tr>
</tbody>
</table>
who experience the crime because they did not directly experience the crime. It may be difficult to identify the source of their crime-related knowledge (Zvi et al., 2012). More specifically, the guilty and witness groups recognized the assailants’ better than the informed group, presumably because these two groups had direct experiences with the accident. The P3-based GKT, however, did not reveal significant differences between the guilty and witness groups regarding responses to the probe stimuli. Given these findings, the P3-based GKT appears to be weak in terms of its ability to discriminate between groups when knowledge of a crime is leaked (Ben-Shakhar and Elaad, 2003). The witness and guilty groups may have had similar amounts of vivid information about the crime stored in memory. If this is the case, the P3-based GKT may not have been able to differentiate between the guilty and witness groups. Thus, the P3-based GKT may need another tool to overcome this weakness. More specifically, another tool is needed to differentiate between guilty individuals and witnesses.

Regarding the RM, there were significant differences among the groups, in the visual, temporal, and spatial details as well as cognitive operations. The statements from the witness group included more visual details, temporal information, spatial information, and less cognitive operations than those from the guilty and informed groups. These results may be due to differences in the quality of the crime-related information stored in memory (Vrij et al., 2004). Most likely, the witness group recalled the sensory, perceptual, and contextual memories that they experienced in the VE. The guilty and informed groups, however, described a story that they did not experience. More specifically, the guilty group had to provide a false statement. The informed group had to provide factual statements about the accident. Thus, they were less likely to have limited sensory, perceptual, and contextual memories of the accident. These results suggest that RM may differentiate the experienced-driven true memories and false or imagined memories. Given these findings, the RM seems to be weak in terms of its ability to accurately distinguish among the three groups.

The discriminant analyses revealed that the combination of the P3-based GKT and RM showed higher accuracy rates compared to two methods independently. In terms of the results of the P3-based GKT, the discriminate function was unable to distinguish between the guilty individuals and witnesses, whereas it was able to distinguish between the guilty and informed individuals. These results indicate that the P3-based GKT may not differentiate between witnesses and guilty individuals. Thus, the results suggest the P3-based GKT is weak when knowledge of a crime is leaked. In other words, the witnesses may be falsely accused of committing a crime when the P3-based GKT is employed for the purpose of lie detecting. The results pertaining to RM analysis revealed a high discrimination rate for the witness group (100.0% of the witness group). The combination of the P3-based GKT and RM correctly classified 100.0% of the witness group. This result implies that RM may overcome a weakness of the P3-based GKT. Additionally, the discriminant analysis of the P3-based GKT revealed that it was highly able to discriminate between the guilty and informed individuals, whereas the discriminant analysis of the RM showed moderate discrimination (an internal validation of discrimination analysis: 76.7%). These results highlight a limitation of RM because both the guilty and informed individuals should possess an imagined memory of the crime that is reflected in their statement. Regarding the overall classification rate, the combination of the P3-based GKT and RM also showed a higher rate of classifications than either the P3-based GKT or RM alone, although differences in correct-classification rates among the techniques were not examined. The results of the present study are comparable to a previous study in which the combination of the Criteria-Based Content Analysis and RM correctly classified 80.8% of the participants (Vrij et al., 2000). However, the aim of the previous study was to discriminate between the guilty group and innocent group that had no information about the crime. In the present study, the combined method showed a higher classification rate (an internal validation between the guilty and witness group of 100.0% and an internal validation between the guilty and informed group of 90.0%). By combining the P3-based GKT and RM, each method builds upon the weaknesses of the other method. In conclusion, the present study suggests that the combination of the P3-based GKT and RM may differentiate among individuals who are guilty, witnesses, and informed.

In the present study, the RM was used to build upon a weakness of the P3-based GKT. Although the combination of the P3-based GKT and RM was adequately able to differentiate between the guilty, witness, and informed groups, this combination also has some possible weakness. If the guilty individuals know the RM criteria, they may be able to manipulate the quality of their report by intentionally changing the balance among cognitive operations, visual, auditory, temporal, and spatial details. Therefore, future studies need to identify the optimal combination of the P3-based GKT and other various methods to differentiate between the guilty individuals and the witnesses or informed individuals.

The present study has several implications. First, the present study suggests that a combination of the P3-based GKT and RM may build upon the weakness of the P3-based GKT because the test is susceptible to the leakage of information about the crime. Therefore, the method may help protect innocent individuals from perceived as guilty when they have information about the crime that was disclosed to the public through mass media or by participating in the investigation.

Second, the present study showed that the GKT using the image stimulus that participants experienced in a VE can discriminate between the groups. Previous study of ERP-based deception detection using a mock crime in a VE indicated that the hit rates were quite low (Mertens and Allen, 2008). Possible reason for such low hit rates would be due to the feature of stimulus. For example, they used stimulus consisting of words, but not images. Many studies have suggested the picture superiority effect (Buckner et al., 2000) that pictures are better recalled than words and better recollected when cued with a fragment only (McBride and Dosher, 2002; Cutmore et al., 2009). Given these, it appears to be reasonable to use image stimuli for a GKT in a VE than word stimuli. Although the findings on the detection of deception using the ERPs-based GKT in a VE have been acceptable in a laboratory experiment, we suggest that future research apply the ERPs-based GKT in a real forensic situation. For example, in a
real forensic situation, there could be delay between conducting a crime and assessing deception. However, in the laboratory setting, the deception is assessed right after conducting a mock crime. Therefore, we suggest that future studies compare memories about a crime both immediately after the crime and after a delayed period.
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Electrophysiology-based concealed information tests (CIT) try to determine whether somebody possesses concealed information about a crime-related item (probe) by comparing event-related potentials (ERPs) between this item and comparison items (irrelevants). Although the broader field is sometimes referred to as “memory detection,” little attention has been paid to the precise type of underlying memory involved. This study begins addressing this issue by examining the key distinction between semantic and episodic memory in the autobiographical domain within a CIT paradigm. This study also addresses the issue of whether multiple repetitions of the items over the course of the session habituate the brain responses. Participants were tested in a 3-stimulus CIT with semantic autobiographical probes (their own date of birth) and episodic autobiographical probes (a secret date learned just before the study). Results dissociated these two memory conditions on several ERP components. Semantic probes elicited a smaller frontal N2 than episodic probes, consistent with the idea that the frontal N2 decreases with greater pre-existing knowledge about the item. Likewise, semantic probes elicited a smaller central N400 than episodic probes. Semantic probes also elicited a larger P3b than episodic probes because of their richer meaning. In contrast, episodic probes elicited a larger late positive complex (LPC) than semantic probes, because of the recent episodic memory associated with them. All these ERPs showed a difference between probes and irrelevants in both memory conditions, except for the N400, which showed a difference only in the semantic condition. Finally, although repetition affected the ERPs, it did not reduce the difference between probes and irrelevants. These findings show that the type of memory associated with a probe has both theoretical and practical importance for CIT research.

Keywords: concealed information, deception, deception detection, ERPs (event-related potentials), semantic memory, episodic memory

INTRODUCTION
The logic of concealed information tests (CIT) is that stimuli that are known or familiar to people should elicit a different response relative to comparable stimuli that are new (Lykken, 1959). Such tests could have various forensic applications, for example, to determine whether a person who denies having information about certain crime details or certain sensitive information actually possesses such information. CITs have been studied for many decades using several dependent variables, including long-standing, peripheral psychophysiological measures (Ben-Shakhar and Elaad, 2003) and, more recently, electrophysiological (event-related potential, ERP) (Rosenfeld et al., 1988, 1991, 2008; Farwell and Donchin, 1991; Allen et al., 1992) and hemodynamic ones (functional magnetic resonance imaging, fMRI) (Langleben et al., 2002; Phan et al., 2005; Christ et al., 2009; Nose et al., 2009; Ganis et al., 2011).

ERP-based CITs have garnered increased attention lately due to several advantages (e.g., Rosenfeld et al., 2008). (1) They have shown high accuracy rates reliably in detecting concealed information in mock crime scenario paradigms, at least in the laboratory conditions tested. (2) They are relatively inexpensive to implement. (3) The data can be acquired relatively quickly by using a few recording sites on the head. However, the underlying neural mechanisms are largely undetermined. A critical, understudied issue in the field is that people can learn and remember information about an event in many ways.

For example, memory theories distinguish between semantic and episodic memory (Tulving, 1972), and different brain systems have been implicated in each. Episodic memory depends on mediotemporal lobe structures, especially the hippocampus, whereas semantic memory does so much less, if at all, and depends on association cortex, such as anterior temporal cortex (Vargha-Khadem et al., 1997; Schmolck et al., 2002; Eichenbaum et al., 2007; Patterson et al., 2007; Bayley et al., 2008). That different brain systems support episodic and semantic memory raises the important issue that the brain signatures should differ when concealed information revealed on a CIT relies to different degrees on episodic vs. semantic memory. For example, evidence...
from developmental amnesia patients, who have hippocampal damage and impaired episodic but spared semantic memory, suggests that even residual hippocampal function (despite 50% volume loss or more) is necessary and sufficient to support relative sparing of the ability to imagine false events (Maguire et al., 2010), which is a necessary episodic memory ability for effective deception; neural signatures of such hippocampal activity would thus be expected to be greater for a CIT based on episodic memory relative to one based on semantic memory.

Indeed, the episodic-semantic distinction extends also to the kind of autobiographical memory typically tested in CITs (e.g., Martinelli et al., 2012), the focus of this paper. There are episodic and semantic forms of autobiographical memory. An episodic memory encompasses concrete and unique details associated with distinct events that were experienced by a person in a specific spatiotemporal context and, critically, becomes an episodic autobiographical memory (EAM) when this memory also refers to the self in relation to that context (Tulving, 2002). For example, details about a specific experience that happened at a certain time and place that caught one by surprise. In contrast, semantic autobiographical memory (SAM) encompasses personal information, including general knowledge of personal facts not associated with a specific time and place of acquisition (e.g., “my name is Pat” or “my birthday is December 5th”) and non-specific events, including both repeated and extended events (e.g., schema and script knowledge about “birthdays” not associated with any specific time and place, such as that birthdays are fun and involve friends and family) (Schank and Abelson, 1977). Studies in neurological patients confirm this distinction. For example, amnesic patient K.C. (Tulving, 1993) could report semantic knowledge, such as his own date of birth, but not any autobiographical episodic information (e.g., autobiographical details about any specific birthday). An important question is whether autobiographical probes associated with high semantic vs. episodic memory are associated with different neural processes in the context of a CIT, as would be predicted by neurocognitive studies of these two types of memories (e.g., Tulving et al., 1988; Martinelli et al., 2012). This question also has applied relevance because it could provide information about the brain signatures of these different types of memories that can inform how to maximize detecting concealed information in specific cases. It is important to note that, although there may be distinct neural systems supporting EAM and SAM (e.g., Martinelli et al., 2012), most information in real life is often associated with both EAM and SAM, though with different relative strengths. Note that, for simplicity, in the rest of the paper we will often omit the attribute “autobiographical” and refer simply to semantic and episodic memory.

The main previous ERP study that addressed a related question with an explicitly applied focus is one by Rosenfeld et al. (2006). “High-impact” and “low-impact” probes were compared that differed in semantic and episodic memory content. The high-impact probe was the participant’s name, whereas the low-impact probe was the experimenter’s name (i.e., “JULIE”). The ERP differences between high-impact probes and a set of random control names (referred to as “irrelevants” in the CIT literature) were much larger than those between the low-impact probes and the irrelevants (i.e., the CIT effect was larger for high than low-impact probes). However, important issues about this finding need to be resolved. First, the same low-impact probe was used for all participants (i.e., the experimenter’s name was always “JULIE”). This raises the concern that there could be something intrinsically special, and consistently so across participants, about this name (e.g., frequency, length, associations). This confound was not present for the high-impact probes, as they varied across participants. Furthermore, it is unclear whether the female name used for everybody in the low-impact condition might have been processed differently by male and female participants (i.e., Julie is a female name), as well as individuals (i.e., different people named Julie that each one knows), increasing variability in the results. The ERPs were also recorded from only three sites, limiting assessment of spatial distribution differences between conditions. Finally, the study examined only the P3, leaving it open what effects other ERPs might show, such as the centroparietal N400 marker of semantic memory (Kutas and Federmeier, 2011) or the parietal late positive complex (LPC) associated with episodic recollection (Rugg and Curran, 2007). We would argue that the better way to describe the high- and low-impact probes is in terms of how they activate different kinds of memory. For example, both probes activate semantic and episodic memory, but in different ways for the participant’s name (“high-impact”) and the experimenter’s name (“low-impact”). Specifically, the participant’s name could activate semantic memory more automatically than episodic memory, on average, because people are over-learned experts at responding to their own name, whereas most episodic memories associated with their name would be remote and many would be highly similar and so not distinctly memorable, such as people calling their name, potentially resulting in a lot of interference for recalling associated episodic memories and making them effortful to activate (Soderlund et al., 2012). Thus, semantic memory would be exceptionally automatic for the participant’s name, consistent with evidence for a large auditory N400 for one’s own name relative to other proper names and no evidence for a posterior LPC effect, suggesting little difference in episodic memory for one’s own name and other proper names (Muller and Kutas, 1996). However, by telling subjects that the experimenter’s name is “Julie,” subjects acquire a recent episodic memory, which is less effortful to activate than the more remote memories associated with one’s own name (Soderlund et al., 2012), predicting a larger LPC for the experimenter’s than participant’s name, but this has not yet been examined to date. In summary, we would suggest that in the study by Rosenfeld et al. (2006), the participant’s name would predominantly activate SAM, whereas the experimenter’s name would predominantly activate recent EAM, but such ideas have not yet been systematically addressed.

Thus, the first goal of the current study was to address the question of concealed information based on different types of memory more directly while getting around the limitations in the previous work. First, comparable stimuli without a gender component were used for the semantic (the participant’s date of birth) and episodic (a “secret” date given to the participant just before the study) autobiographical memory conditions. Second, all probes and irrelevants varied by person, eliminating any systematic biases in the group average. Third, 32 recording sites
were used, enabling potential scalp distribution differences in the ERPs elicited by the two conditions to be determined. Fourth, and related to the previous point, not only the P3 but also other ERPs were evaluated, including the frontal N2, the N400, and the LPC.

A second important issue that has not been addressed systematically in the ERP literature is the effect of stimulus repetition. Because of the relatively low signal-to-noise ratio achievable with all behavioral and psychophysiological measures employed, the typical CIT paradigm averages several tens of trials in which probes and irrelevants repeat many times. Differences between probes and irrelevants using psychophysiological measures, such as skin conductance, decrease rapidly with stimulus repetition because of habituation (e.g., Ben-Shakhar et al., 1975; Ben-Shakhar and Elaad, 2002). However, the same effect may not be present with ERP measures because they may tap into different mechanisms. Furthermore, potential differences between semantic and episodic probes may change over the course of the experimental session. For example, repeated presentation will reactivate semantic and/or episodic memories associated with a probe but do less so if at all for irrelevants, since no distinct semantic or episodic information is available about them. This could result in a difference between probes and irrelevants that becomes larger over time, as ERP repetition effects can be greater for meaningful than meaningless items (Schand and Maher, 2009; Voss et al., 2010). Another possibility is that repetition of the probes might alter the activation of the semantic and/or episodic memory underlying each. For example, the episodic probe might develop increasing associations with the experimental context, resulting in development of semantic memory (Gratton et al., 2009). This might reduce the N400 (which is smaller when semantic memory activates more successfully) (Voss et al., 2010; Voss and Federmeier, 2011), thereby reducing differences between semantic and episodic probes. On the other hand, all stimuli, including the semantic probe, might develop additional episodic memories with each exposure in the experiment, resulting in additional episodic memories that might increase the LPC (which is larger for more episodic memory), thereby also reducing differences between semantic and episodic probes and associated CIT effects.

The key idea in classical CIT theories is that probes will generate an orienting response associated with, for example, increased skin conductance (e.g., Sokolov, 1963; Gati and Ben-Shakhar, 1990). Although these theories may be adequate to explain autonomic nervous system findings, they cover only a subset of the central nervous system processes engaged by a probe during the CIT (relative to irrelevants) and implicitly assume that probes activate only one kind of memory. However, in the framework described here, semantic and episodic probes may be associated with different neural processes.

Current theories of memory predict that semantic probes would primarily activate semantic memories stored in the neocortex and indexed by ERPs such as the N400 and P3b, whereas episodic probes would primarily activate episodic memory stored in mediotemporal and linked cortical structures, indexed by late parietal potentials, such as the LPC (Paller and Kutas, 1992; Rugg et al., 1998; Dien et al., 2004; Voss and Paller, 2006). In practice, most stimuli are associated with both semantic and episodic memories, and so they would elicit some combination of these effects. For the stimuli in this study, one’s date of birth is associated with strong SAM, activating meaning-related processes about oneself in semantic memory but also activating episodic memories incidentally (e.g., events during a specific birthday party, although this may be reduced by providing only the day and month of each date). Prior to the experiment, the birth date is also associated with relatively remote episodic memories of birthday events and other experiences involving one’s birth date, such as providing applications (e.g., for jobs, insurance, taxes). In addition, as the birth date is repeatedly experienced over the course of the experiment, each of these experiences may be encoded as a new (1) episodic memory (Paller and Wagner, 2002) and/or (2) constructed memory that combines new and old (i.e., due to incidental recollection of various birth date memories) episodic elements as well as semantic memory (Hassabis and Maguire, 2009).

New, recent episodic memory encoding can also occur for a different date with no semantic or episodic memory associated with it before the experiment, such as the secret date. Importantly, while multiple trace theory proposes that the hippocampus supports all episodic memories, regardless of how long ago they were encoded (Nadel et al., 2000), some evidence suggests that different parts of the hippocampus support more recent vs. remote episodic memory (Kesner and Hunsaker, 2010; Mankin et al., 2012). Further, between 3 days and 3 months after the learning episode, episodic memories may become semantic by increasing connectivity between cortical areas while decreasing connectivity with the hippocampus (Harand et al., 2012), and a study comparing episodic memories for events ranging in time from very recent (3–14 days old) to very remote (10 years old) found evidence that the hippocampus and the EAM cortical network are integrated more strongly for recent than remote memories (Soderlund et al., 2012). Consequently, more remote memories require more strategic top-down processes in prefrontal cortex for them to be retrieved than do more recent memories. This predicts that ERP effects related to EAM will be greater for the secret date, which involves very recent episodic memory, than the birth date, which involves mostly much more remote episodic memory.

On the other hand, the secret date is minimally meaningful (i.e., low in semantic memory) relative to the birth date. Repeated experiences with any date could potentially begin to construct new semantic memory about that date (Curran et al., 2002; Gratton et al., 2009), but the ability to do so would be minimal because little meaningful information is provided about any dates within the experiment. Notably, the information that the probe is a secret date to be kept concealed during the experiment is meaningful and could lead to learning this as new semantic memory due to repeated experiences with it; knowledge and semantic memory typically require multiple experiences to acquire (Glicks and Schacter, 1987; Verfaellie and Cermak, 1994). Another important way that all these semantic and episodic memory processes could affect the CIT is by inducing standard oddball effects thought to be related to ongoing contextual updating processes in working memory (Kutas et al., 1977; Donchin and Coles, 1988; Dien et al., 2004; Polich, 2007). This could result in a larger P3b to the probes than irrelevants. Further, the P3b to probe
conditions could differ as a function of the relative combination of associated semantic and episodic memory. In sum, the birth date potentially activates a combination of high semantic memory and remote episodic memory for multiple birthdays related events, whereas the secret date potentially activates a combination of low semantic memory and recent episodic memory for a single event. Despite reflecting a combination of memory influences, the birthdate and secret date provide an interesting and important starting point for assessing the role of semantic and episodic memory in CITs.

The focus of this paper is on the frontal N2, N400, P3, and LPC components. The frontal N2 is important because recent studies suggest that concealed information in CITs modulate this component with visual (Gamer and Berti, 2010) and auditory stimuli (Matsuda et al., 2009), with probes eliciting a larger frontal N2 than irrelevants. This would be predicted by orienting reflex theory (Ben-Shakhar and Elaad, 2003), as the probe is more meaningful than the irrelevants and occurs infrequently (it is “novel” within the local stimulus sequence). If the frontal N2 reflects primarily an orienting reflex to meaningful information, the N2 should be larger for (1) probes and targets than irrelevants, and (2) semantic autobiographical information, such as one’s date of death, relative to recently acquired episodic information, such as a random (secret) date seen just before the study. However, the frontal N2 is known to be modulated by other variables as well, including the extent to which a stimulus matches to memory (e.g., Folstein and Van Petten, 2008; Folstein et al., 2008): the less a stimulus matches memory, the larger the N2. The precise type of memory involved is usually not specified, but knowledge (e.g., of an object category) and working memory have been mainly studied so far. Thus, an alternative prediction can be made based on the idea that match to knowledge is relevant for N2 modulation. The numbers and month abbreviations used as stimuli will activate knowledge about numbers and months, respectively. This predicts that the N2 will be larger to the irrelevants (minimal memory: people have minimal knowledge about the numbers in random dates that have no task relevance) than a meaningful item (e.g., birth date with rich semantic and remote episodic memories). In addition, depending upon how much new memory is encoded for the episodic item (e.g., a “secret” probe date will be associated with new episodic memory and possibly new knowledge induced by repetition within the experimental context), the N2 to this item may be in-between that to irrelevants and the semantic item.

The centroparietal N400 is larger when an item activates semantic memory less relative to more successfully (Kutas and Federmeier, 2011). Although people know the numbers and month abbreviations used to denote dates, an arbitrary date is not very rich in meaning. In contrast, one’s birth date is personally meaningful because it is rich in SAM. This predicts that the N400 will be larger for irrelevant dates than the semantic item (birthdate). In addition, as with the frontal N2, depending upon the extent to which new semantic memory is encoded for the episodic item, its N400 may be in-between that to irrelevants and the semantic item. However, the N2, which merely requires new knowledge to be acquired, may be more sensitive to the memory manipulations in this experiment than the N400, which requires the more demanding encoding of a meaningful representation. After all, the episodic manipulation can induce new knowledge to be learned, but this new information is minimal in meaning, and meaningful representations would typically require a stronger induction event than that used in this experiment (Gratton et al., 2009). For example, acquisition of category knowledge with minimal associated meaning modulates a fronto-central N2 but not necessarily the N400 (Folstein et al., 2008). The N400 may thus show little or no difference between irrelevants and episodic items, instead differing primarily between irrelevants and semantic items.

The effect of concealed information on the P3 has been investigated in numerous ERP studies (e.g., Rosenfeld et al., 1988; Allen et al., 1992; Rosenfeld et al., 2004), but almost all used fewer than five recording sites and so differences between the spatial distribution of the P3 in the different conditions may have been missed. Indeed, the P3 is a family of components, and what has usually been referred to as P3 in previous studies is most likely an instance of the P3b, which has been dissociated from the P3a (Dien et al., 2004; Polich, 2007; Verleger, 2008). The P3b is known to be modulated by many factors, including the subjective probability of items in a perceived category, the complexity of the task and stimuli, and stimulus value (e.g., Johnson, 1986, 1993). We predicted that the P3b to probes would be larger than to irrelevants, replicating previous findings (e.g., Rosenfeld et al., 2004). Further, the semantic probes might elicit a larger P3b than the episodic probes in part because they were the only items associated with strong semantic memory and so they may stand out more in the stream of irrelevants, which are associated only with episodic information acquired during the study.

Finally, the LPC is typically larger during tasks that entail the reactivation of episodic memories (Rugg and Curran, 2007) and so we expected the LPC to be larger to probes, for which episodic memories have been clearly associated, than to irrelevants, for which episodic memory is minimal, and larger to probes in the episodic than semantic condition.

MATERIALS AND METHODS

Subjects

Twenty-five naïve healthy volunteers (18 females, between 18 and 35 years of age, mean = 21, SD = 3.5 average age: 7 years), recruited from the University of Plymouth (UoP), took part in for course credit. Data from eight participants were excluded due to excessive artifacts (7) or failure to carry out the task as instructed (1). Participants had normal or corrected vision, and no history of neurological or psychiatric disease. All procedures were approved by the UoP Ethics Board.

Stimuli

The stimuli were dates in the format “day month” (e.g., 15 Apr, Figure 1) commonly used by our European participants, subtending about 3 × 2° of visual angle. Three types of dates were used in each condition: irrelevants, probe, and target. During the week preceding the study, at the same time detailed and demographics and health questionnaires were administered, participants were asked over the phone to provide their own date of birth (only the day and month were required) and a list of...
FIGURE 1 | Schematic of the experimental paradigm. Participants were tested in two memory conditions in separate blocks: semantic autobiographical and episodic autobiographical. In both conditions, they saw four irrelevant dates, randomly intermixed with a target date and a probe date. In the semantic autobiographical condition, the probe was the participant’s date of birth. In the episodic autobiographical condition, it was a secret date in an envelope each participant opened just before the study. Participants reported whether they possessed associated memories for any of the dates, responding honestly to both the irrelevant dates (by pressing the “no” key) and the target date (by pressing the “yes” key), but lying about their birth date or secret date (by pressing the “no” key). Note: Item type labels in the figure shown for illustration only and did not appear on the stimuli.

PROCEDURE
Before beginning the EEG setup, participants were shown a target date and then were unexpectedly taken into an adjacent fire refuge area by an assistant and the experimenter and they were given an envelope containing their “secret” date. Next, the experimenter left the room, and participants were told by the assistant to open the envelope and to memorize the secret date contained in it, ensuring not to do anything that could reveal they knew this date to the experimenter. Participants were also told that this was their own secret date, different from everyone else’s, and that they should keep the note it was written on in their pocket or purse. After setting up the EEG cap and electrodes, participants were seated on a comfortable chair in front of a computer screen (about 114 cm away) in a dark room. Two conditions were administered in separate blocks, the semantic and episodic conditions, with order counterbalanced across participants. In the semantic condition, the probe date was the individual’s birth date whereas, in the episodic condition, it was the “secret date.” This secret date varied by participant to match the between-participant variability of the date of birth. In both semantic and episodic conditions, participants were instructed to deny possessing any memory for the probe date (birth date or secret date, respectively) throughout the session by giving a deceptive “no” response. They were also instructed to give an honest “yes” response about knowing the target date. Thus, participants had to report honestly whether they knew each date, but they had to lie about the probe date. In sum, participants responded honestly to both the target (pressing “yes”) and the irrelevants (pressing “no”) but deceptively to the probe (pressing “no”). Participants responded by pressing one of two buttons with the index and middle finger of their dominant hand. They were instructed to respond as fast as possible without sacrificing accuracy. Each item was presented for 800 ms with an inter-trial interval of 3000 ms. In each condition, each item (four irrelevants, one probe, and one target) was presented 35 times in a
pseudo-random order for a total of 210 trials. The constraints on the pseudo-random sequence were that a probe and a target could never appear in temporally adjacent trials, and any individual irrelevant could only repeat for a maximum of three times in the sequence. The same abstract sequence (i.e., the sequence of irrelevant, probe and target types of items) was used for the two conditions to eliminate potential differences due to sequence statistics. Each condition was split into two blocks of ~7 min each, to test the effect of stimulus repetition. There was a short practice session (10 trials) before the experimental trials. Finally, at the end of the study, participants were asked to recall the target and the secret dates and indicate if they had any pre-experiment memory associated with any of the other dates. Since there was 100% recall accuracy in all cases, the recall data were not further analyzed.

**ELECTROPHYSIOLOGICAL DATA ACQUISITION**

The electroencephalogram (EEG) was sampled at 250 Hz from Ag/AgCl electrodes (gain = 20,000, bandpass filtering = 0.01–100 Hz). EEG data were collected from 32 electrodes arranged in a geodesic array (Figure 3) and additional electrodes placed below the right eye referenced to left mastoid to monitor eye blinks, on the tip of the nose, and the right mastoid, all of which were referenced to the left mastoid. Note that in this configuration, Fz is just posterior to site 27, Cz coincides with site 28, and Pz is just posterior to site 29. Horizontal eye movements were monitored using two electrodes placed on the outer canthi of the right and left eyes, referenced to each other. Electrode impedance was below 5 kΩ for all channels.

**ANALYSES**

Performance measures were submitted to ANOVAs with three factors: item type (average of irrelevants; probe; target), memory condition (semantic and episodic), and repetition (first and second half). To ensure participants carried out the task, follow-up ANOVAs also contrasted targets with irrelevants and targets with probes. However, the main comparison of interest for each memory condition was between probes and irrelevants because the same response (“no”) was associated with both. As this comparison was the main focus of this experiment, and targets received a different response (“yes”) from all other items, confounding their comparison with other items, ERP analyses focus only on an item factor that include probes and irrelevants; note, preliminary analyses that included ERPs to the targets confirms expected target P3b effects. In the following, significant differences between probes and irrelevants (in the behavioral or ERP data) will be referred to as the CIT effect.

**Response times**

Response times (RTs) and accuracy rates were analyzed in the omnibus ANOVA and planned comparisons.

**ERPs**

ERPs were averaged off-line for an epoch of 1000 ms, including a 100 ms baseline. Trials affected by blinks, eye movements, muscle activity or amplifier blocking were rejected off-line. An average of 31 artifact-free trials per item type per participant went into the analyses (MIN = 16, SD = 4.2). A One-Way ANOVA showed no differences in the number of trials across conditions (including both repetitions), F(5,85) = 1.05, p > 0.1, ηp² = 0.06. Data were analyzed unfiltered but shown filtered at low-pass 30 Hz in the figures. Repeated measures ANOVAs on the mean amplitude of the average ERPs assessed the effects of item type and condition on the N2, N400, P3, and LPC components. The time windows used for the main analyses centered around the mean peak latency of the N2 (250–350 ms), the N400 (350–500 ms), the P3 (400–600 ms), and the LPC (750–900 ms). To assess the overall pattern of results, a “lateral” ANOVA assessed lateral sites (13 pairs, see electrode montage in Figure 3) using factors of Item Type (probes vs. irrelevants), Site, and Hemisphere. A second, “midline” ANOVA assessed the midline sites (six electrodes) using factors of Item Type and Site.

Planned focal analyses were also conducted at frontal sites 1 and 2 for the N2, central site 28 (Cz) for the N400, and parietal site 30 for the P3b and LPC, where these components were maximal. These analyses compared (1) probes and irrelevants (i.e., the CIT effect) in both memory conditions, since we predicted differences between probes and irrelevants in both cases, and (2) probes between the two conditions, since we predicted differences between the semantic and episodic probes. Note that we did not carry out amplitude-latency analyses on the P3b because the overlapping N400 made it difficult to determine P3b peak latency in single participants. The focal analysis was carried out on the mean amplitude data within the time windows used in the main analyses. At focal sites, onset of the CIT effect (i.e., probes vs. irrelevants) and the difference between semantic and episodic probes was determined. For the N2 and N400, 25 ms time windows were used, between 100 ms and 350 ms, and 300 and 550 ms, respectively. A paired t-test between the conditions of interest was carried out on each time window until a significant difference was found in three successive time windows. The time window preceding the first significant time window was used as an estimate of the onset time of the effect. For the P3, the same logic was used with 25 ms time windows between 200 and 600 ms.

**RESULTS**

**BEHAVIOR**

Figure 2 shows the behavioral results. RTs varied by item type, F(1, 16) = 54.09, p < 0.001, ηp² = 0.77. Furthermore, RTs were faster in the second than first half of each memory condition block, F(1, 16) = 21.49, p < 0.001, ηp² = 0.57, and this repetition effect was modulated by item type, F(2, 32) = 4.73, p < 0.05, ηp² = 0.23. Follow-up analyses to parse this effect compared each item type with the other two. RTs were slower to probes than irrelevants, F(1, 16) = 73.90, p < 0.001, ηp² = 0.82, and both RTs were faster in the second than first half, F(1, 16) = 25.32, p < 0.001, ηp² = 0.61, but the repetition effect tended to be marginally larger in the episodic than semantic condition, F(1, 16) = 3.68, p = 0.07, ηp² = 0.19. Similarly, RTs were also slower to targets than irrelevants, F(1, 16) = 85.84, p < 0.001, ηp² = 0.84, and both RTs were faster in the second than first half, F(1, 16) = 12.35, p < 0.005, ηp² = 0.44, but the repetition effect tended to be marginally larger in the episodic than semantic condition, F(1, 16) = 3.22, p = 0.09, ηp² = 0.17. In contrast, RTs to targets and probes were similar, and...
EVENT-RELATED POTENTIALS (ERPs)

Qualitatively, the ERP waveform showed an occipitotemporal P1 and a corresponding anterior N1, followed by a frontocentral P2 and N2, and a centroparietal N400, P3b, and LPC (Figures 3–7). Four main differences between items and memory conditions are evident in the ERPs. The first difference is on the N2, maximal at frontal sites between 250 and 350 ms (Figures 3, 4 and 5A). Second, a clear N400 component overlapping the first part of the P3b is present in the episodic condition, maximal at central sites, and to a lesser extent in the semantic condition (Figures 3 and 5B). The third difference is on the P3b, maximal at centroparietal sites between 400 and 600 ms (Figures 4 and 5C). Fourth, LPC differences appear later at the same sites, lasting until the end of the epoch (Figures 4 and 5C). Omnibus statistics are shown in Tables 1–3 and described below.

N2 (250–350 ms) and N400 (350–500 ms)

N2. Omnibus results at lateral and midline sites (Table 1) showed a larger N2 for irrelevant probes than probes at frontal and frontocentral sites (I × S), and ERPs were more positive during the second than the first half (R, lateral sites, 3.81 vs. 3.31 μV, respectively; midline sites, 5.55 vs. 4.79 μV, respectively, Figures 6 and 7). At lateral sites, repetition effects were maximal at centroparietal sites and larger over the right hemisphere at frontocentral sites, but symmetric or larger over the left hemisphere at more posterior sites (R × S × H).

Planned focal analyses on frontal pair 1 and 2 showed that probes were more positive than irrelevant (4.35 vs. 2.10 μV, respectively), $F_{(1, 16)} = 40.01$, $p < 0.001$, $\eta^2 = 0.71$, and this CIT effect tended to be larger on the right than the left (3.46 vs. 2.99 μV, respectively), $F_{(1, 16)} = 4.01$, $p = 0.063$, $\eta^2 = 0.20$. Importantly, this CIT effect was larger in the semantic than episodic condition, $F_{(1, 16)} = 5.53$, $p < 0.05$, $\eta^2 = 0.26$, due to the probes in the semantic condition being more positive than those in the episodic condition (4.87 vs. 3.83 μV, respectively), $F_{(1, 16)} = 4.50$, $p < 0.05$, $\eta^2 = 0.22$. This result is the opposite of the hypothesis that the N2 CIT effects reflect orienting to novelty but consistent with the alternative hypothesis that the N2 is sensitive to match to knowledge. No repetition effects were significant.

The onset of the CIT effect in the two memory conditions was determined at right frontal site 2, where the differences were largest. Results showed that the CIT effect onset between 200 and 225 ms in the semantic probe condition, and slightly later, between 225 and 250 ms, in the episodic probe condition. A second onset analysis showed that the onset of the difference between probes in the two memory conditions was also between 225 and 250 ms.

N400. The N400 is the only ERP component to show a CIT effect only in the semantic condition. The N400 is smallest for the semantic probe, relative to the episodic probe and all irrelevant, which are indistinguishable from each other (Figure 3). Figure 4 (middle) shows an overall centroparietal scalp distribution between 400 and 600 ms due to the combination of the central CIT effect on the earlier N400 and the parietal CIT effect on the later P3b. Figure 5B shows the memory effect around central sites where the N400 overlaps least with the frontal N2 and parietal P3b, illustrating that the N400 is more negative to episodic than semantic probes and has a central maximum and overall centroparietal scalp distribution, which is characteristic of the N400 index of semantic memory (Kutas and Federmeier, 2011). The omnibus analyses on the N2 and P3b capture the early and late part of the N400, so the focus was on planned focal analyses.

A focal analysis on Cz (site 28) showed that probes were less negative than irrelevant (7.29 vs. 5.16 μV, respectively),
$F_{(1, 16)} = 7.05, p < 0.05, \eta^2 = 0.31$, and this effect was larger in the semantic than episodic condition (3.27 vs. 0.96 $\mu$V, respectively), $F_{(1, 16)} = 6.16, p < 0.05, \eta^2 = 0.28$. A follow-up analysis showed that the difference between probes and irrelevants was only significant in the semantic condition, $t_{(16)} > 2.35, p < 0.05$, for both repetitions. ERPs were more positive during the second than first repetition, $F_{(1, 16)} = 4.58, p < 0.05, \eta^2 = 0.22$, but this effect did not interact with any other factors. Finally, ERPs were more positive during the semantic than episodic conditions, $F_{(1, 16)} = 8.73, p < 0.01, \eta^2 = 0.35$.

Finally, an onset analysis of the CIT effect in both memory conditions was carried out at Cz. Results showed that the CIT effect onset between 400 and 425 ms in the semantic conditions, whereas it onset between 475 and 500 ms in the episodic
condition. A second onset analysis showed that the onset of the difference between probes in the two memory conditions was between 400 and 425 ms.

**P3b (400–600 ms)**

Omnibus results (Table 2) showed a larger P3b for probes than irrelevants at lateral (I, 6.84 vs. 4.30 μV, respectively) and midline sites. This CIT effect was maximal at lateral and midline centroparietal sites (I × S), and lateral results showed that this effect was larger on the right at fronto-central sites but on the left at more posterior sites (I × S × H). Importantly, the difference between probes and irrelevants was larger in the semantic than episodic condition at lateral and midline sites (M × I), and this interaction was largest at centroparietal sites (lateral, M × I × S). ERPs at this time tended to be more positive during the second than the first half (R). At lateral sites, this repetition effect was larger on the right at frontal and posterior sites, but symmetrical at central sites, and maximal at right centroparietal sites (R × S × H). The lateral repetition effect was also modulated by item type, as it was larger for probes than irrelevants (I × R × S × H), and by memory type, as it was larger at centroparietal sites in the semantic condition, but at fronto-central sites in the episodic condition (M × R × S).

Planned focal analyses were conducted at parietal site 30 where the P3b was maximal. Consistent with the omnibus analysis, the P3b was larger for probes than irrelevants, \( F(1, 16) = 38.35, p < 0.001, \eta^2 = 0.71 \) (10.77 vs. 7.15 μV, respectively). Importantly, this CIT effect was larger in the semantic than episodic condition, \( F(1, 16) = 5.26, p < 0.05, \eta^2 = 0.25 \) (4.80 vs. 2.45 μV, respectively) because the P3b was more positive for the semantic than episodic probes, \( F(1, 16) = 4.53, p < 0.05, \eta^2 = 0.22 \) (11.84 vs. 9.7 μV, respectively). There was a non-significant trend for the P3b to be larger during the second than the first half, \( F(1, 16) = 3.56, p = 0.08, \eta^2 = 0.18 \), and the CIT effect was numerically larger during the second than the first half, but this interaction of item and repetition was also not significant, \( F(1, 16) = 2.47, p = 0.14, \eta^2 = 0.13 \) (4.11 vs. 3.14 μV, respectively). Thus, the CIT effect did not change significantly as a function of repetition (if anything, it became slightly larger).

The onset of the CIT effect in the two memory conditions was determined at parietal site 30 where the differences were largest. Results showed that the CIT effect onset between 375 and 400 ms in the semantic probe condition, and, later, between 450 and 475 ms in the episodic probe condition. The onset of the difference between the probes in the two memory conditions was also analyzed, revealing an onset between 375 and 400 ms.

**LPC (750–900 ms)**

Omnibus analyses (Table 3) showed that the LPC was more positive for probes than irrelevants at lateral (I, 3.77 vs. 2.29 μV, respectively) and midline sites, and these CIT effects were largest at lateral and midline centroparietal sites (I × S). The lateral ANOVA also revealed that the LPC was larger in the second than first half, and more so over the right hemisphere (R × H), and a significant four-way interaction indicated that the CIT effect was further modulated by repetition and hemisphere (I × R × S × H). In contrast, the midline ANOVA also revealed that the CIT effect was larger in the semantic than episodic condition at centroparietal sites (M × I × S).

Planned focal analyses conducted at parietal site 30 where the LPC was maximal confirmed that the LPC was more positive for probes than irrelevants, \( F(1, 16) = 30.19, p < 0.001, \eta^2 = 0.65 \) (3.79 vs. 0.64 μV, respectively), and in the episodic than semantic condition, \( F(1, 16) = 4.97, p < 0.05, \eta^2 = 0.28 \) (2.70 vs. 1.72 μV, respectively). Follow-up analyses showed that probes in the episodic condition elicited a larger LPC than probes in the semantic condition \( F(1, 16) = 5.25, p < 0.05, \eta^2 = 0.25 \) (4.67 vs. 2.91 μV, respectively). No repetition effects were significant.

**DISCUSSION**

In summary, performance is consistent with previous CIT studies using the 3-stimulus paradigm with speeded responses in that responses for probes and targets are slower and less accurate than...
for irrelevants (e.g., Gamer et al., 2007; Gamer and Berti, 2010). The present results also provide evidence for repetition priming, as responses to all items are faster in the second than the first half of each memory condition block, on average. ERPs show multiple effects. First, the frontal N2 is larger to irrelevants than both types of probes, and the CIT effect on the N2 starts by 225 ms in the semantic condition but slightly later, by 250 ms, in the episodic condition. Second, semantic and episodic probes begin to be processed differently by 250 ms, and this early effect is maximal at frontal sites, where the N2 is larger for episodic than semantic probes. Third, the N400 shows a CIT effect only in the semantic condition, as a central N400 is smaller for the semantic probe relative to the episodic probe and irrelevants, which resemble each other. Fourth, probes generate a larger P3b than irrelevants, and this CIT effect starts by 400 ms and is larger for semantic than episodic probes. Fifth, episodic probes generate a larger LPC than semantic probes. Sixth, although ERPs became more positive in the second half of the trials, the CIT effect on the P3b remains similar. Next, we discuss these findings in turn.

**PERFORMANCE**

The behavioral results indicate that probes and targets are more difficult to process than irrelevants. The typical explanation for this finding is that both infrequent probes and targets stand out in the stream of irrelevants but require different responses. This creates a conflict that takes some time to resolve (Gamer et al., 2007). Note that, since targets were the only items requiring a “yes” response, the direct comparison between targets and irrelevant is not very informative. The pattern of behavioral effects was the same for both memory conditions. This indicates that the probes in these two conditions were similar in terms of saliency. The overall repetition effect on the RTs, but the lack of a repetition effect
on the difference between probes and irrelevants, indicates that repetition had mostly a generic effect independent of item type.

**FRONTAL N2 AND CENTROPARIETAL N400: KNOWLEDGE AND SEMANTIC MEMORY**

**N2**

At least two types of frontal N2 components have been distinguished, a cognitive control N2 and a memory (mis)match N2, whose amplitude is modulated by different factors (Folstein and Van Petten, 2008; Folstein et al., 2008). Concealed information studies have focused on the cognitive control N2 and most used an orienting reflex account. Clearly, the pattern of effects on the frontal N2 found here is not consistent with a simple orienting reflex explanation (Sokolov, 1963). The N2 is largest for the frequent irrelevants which, according to an orienting reflex account, should be the least salient stimuli and so should be associated instead with the smallest N2.

Most previous CIT studies using ERPs have focused exclusively on the P3b component, making it difficult to compare our results with those of the previous literature. More troublesome, the low-pass filtering employed in some studies is so extreme (around 4 Hz in some cases) that any effects on fast changing components like the frontal N2 would be wiped out (Rosenfeld et al., 2006). However, two recent CIT studies examined the effect of the experimental manipulations on components of the N2-family (Matsuda et al., 2009; Gamer and Berti, 2010). The study by Matsuda and collaborators used a 2-stimulus paradigm (i.e., no targets were present), auditory stimuli of an episodic nature (single digits), long interstimulus intervals (22 s) to enable peripheral psychophysiological recordings, and a common average reference montage, making it difficult to compare the results with those of the current study with visual stimuli, fast intertrial intervals, and average mastoid reference. Their findings showed a slightly larger central N2 for probes than irrelevants, which the authors suggest is an N2b reflecting the redirection of attentional resources to salient stimuli (Matsuda et al., 2009). The study by Gamer and Berti (2010) is perhaps more comparable to the present study since it employed visual stimuli, a 3-stimulus paradigm, and a right mastoid reference. This study reported a larger frontal N2 to probes than irrelevants, and attributed such an effect to cognitive control processes required for response monitoring. Such an explanation would predict a larger frontal N2 for probes than irrelevants in the current study as well, but the opposite was found. It is possible that differences in the paradigms could account for this discrepancy: The stimuli differed (playing cards were used in that study compared to dates here), different interstimulus intervals were used (8 s, on average in that study vs. 2 s here), and stimuli were not counterbalanced across participants in the earlier work, leaving open the possibility of item-specific confounds. These differences in the paradigm clearly resulted in ERP differences compared with standard CIT results as, for example, there was no P3b effect. Furthermore, a subsequent CIT study by the same group (Gamer and Berti, 2012) failed to find any N2 effects. Although further work is required to fully characterize the

| Table 1 | Results of the omnibus lateral (Lat) and midline (Mid) ANOVAs for the N2 (probe vs. irrelevants, 250–350 ms). |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Lat             | Mid             | Lat             | Mid             |
| **F**           | **p**           | **η²**          | **F**           | **p**           | **η²**          |
| I × S           | 3.87            | 0.07            | 0.19            | 1.68            | 0.21            | 0.09            |
| I × S × H       | 14.14           | 0.00            | 0.47 ***        | 9.57            | 0.00            | 0.37 ***        |
| R               | 6.42            | 0.02            | 0.29 *          | 8.78            | 0.01            | 0.35 **         |
| R × S           | 1.84            | 0.16            | 0.10            | 2.62            | 0.07            | 0.14 *          |
| R × S × H       | 2.16            | 0.03            | 0.12 *          | 2.16            | 0.03            | 0.12 *          |

**Table 2 | Results of the omnibus lateral (Lat) and midline (Mid) ANOVAs for the P3b (probe vs. irrelevants, 400–600 ms).**

<table>
<thead>
<tr>
<th>Lat</th>
<th>Mid</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>F</strong></td>
<td><strong>p</strong></td>
</tr>
<tr>
<td>I × S</td>
<td>1.39</td>
</tr>
<tr>
<td>I</td>
<td>15.17</td>
</tr>
<tr>
<td>I × S</td>
<td>6.64</td>
</tr>
<tr>
<td>I × S × H</td>
<td>3.06</td>
</tr>
<tr>
<td>R</td>
<td>2.99</td>
</tr>
<tr>
<td>R × H</td>
<td>4.17</td>
</tr>
<tr>
<td>R × S</td>
<td>2.05</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lat</th>
<th>Mid</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>F</strong></td>
<td><strong>p</strong></td>
</tr>
<tr>
<td>M × I</td>
<td>7.45</td>
</tr>
<tr>
<td>M × I × S</td>
<td>3.49</td>
</tr>
<tr>
<td>M × R</td>
<td>3.08</td>
</tr>
<tr>
<td>I × R</td>
<td>2.66</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mid</th>
<th>Lat</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>F</strong></td>
<td><strong>p</strong></td>
</tr>
<tr>
<td>M × S</td>
<td>4.15</td>
</tr>
<tr>
<td>I</td>
<td>31.24</td>
</tr>
<tr>
<td>I × S</td>
<td>4.79</td>
</tr>
<tr>
<td>R × H</td>
<td>4.72</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mid</th>
<th>Lat</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>F</strong></td>
<td><strong>p</strong></td>
</tr>
<tr>
<td>M × S</td>
<td>4.15</td>
</tr>
<tr>
<td>I</td>
<td>31.24</td>
</tr>
<tr>
<td>I × S</td>
<td>4.79</td>
</tr>
<tr>
<td>R × H</td>
<td>4.72</td>
</tr>
</tbody>
</table>

---

* I, Item; R, Repetition; S, Site; H, Hemisphere. *p < 0.1; **p < 0.05; ***p < 0.01; ***p < 0.001.
factors that affect the frontal N2 in CIT paradigms, the current study shows that concealed information is not necessarily associated with a larger frontal N2 in CIT paradigms and that the literature is inconsistent.

The pattern of N2 effects suggests that the degree to which an item matches memory, a factor known to modulate frontal N2 amplitude (i.e., larger N2 for memory mismatch), is the key factor modulating the N2 in this study. This interpretation is supported by the finding that the frontal N2 is smaller for the date of birth, the item associated with the most semantic (and remote episodic) memory, followed by the secret date, which is associated with recent episodic memory for the learning experience in which the participant received the envelope with this date (and perhaps some newly acquired semantic memory, e.g., the fact that the date is a secret), and by the irrelevants, which have very little associated semantic or episodic memory. Based on this finding alone, we cannot rule out that this N2 effect reflects both semantic and episodic memory, but prior evidence implicates semantic memory more. The N2 memory match effect has primarily been found when knowledge is manipulated, not in episodic memory experiments. This knowledge is not necessarily semantic (meaning) per se, because frontal effects, especially frontopolar ones where the N2 is maximum here, are not always found with semantic manipulations (Ganis and Kutas, 2003; Kutas and Federmeier, 2011). A visual knowledge interpretation is also indicated by evidence that a frontal N3(00) complex from 200 to 500 ms, which includes the memory match N2 as an early component of this waveform, is specific to processing visual images (Barrett and Rugg, 1989, 1990; McPherson and Holcomb, 1999) and modulated according to how successfully visual knowledge is activated for a category decision (e.g., dog, cat, car) (Schendan and Kutas, 2002, 2003; Schendan and Maher, 2009). Finally, it is noteworthy that ERPs in the N2 time window became more positive with repetition, but the effect did not vary by item type. Such an increase over multiple repetitions may reflect accumulation of knowledge with each repetition, as in category learning, which can modulate the frontal N2, the N400, and other ERPs (Curran et al., 2002; Folstein and Van Petten, 2004; Folstein et al., 2008; Scott et al., 2008; Gratton et al., 2009).

N400

This interpretation of the N2 is consistent with the modulation of the N400 index of semantic memory, which is clearest at central sites [see site Cz(28) in Figure 5B] where the N400 overlaps least with the frontal N2 and the parietal P3b. The N400 is more negative for episodic than semantic probes because the amplitude of the N400 is inversely proportional to the amount of semantic memory associated with both linguistic and non-linguistic stimuli (e.g., Kutas and Federmeier, 2011): A secret random date acquired just before the study has little or no semantic memory associated with it, compared to one’s birth date, which is by far the most meaningful stimulus. Consequently, meaning activates most successfully for this semantic probe, and its N400 is smallest. In contrast, the N400 is larger to the episodic probe (secret date), but comparably as large to the irrelevants. The similarity between the N400 to the episodic probe and the irrelevants is consistent with the fact that the meanings of all these items are minimal and about the same (i.e., just the meaning of the numbers and months but no other richly meaningful facts). This also indicates that the new information about the secret date acquired before the study did not result in a sufficiently meaningful representation to affect the semantic memory processes underlying the N400. Notably, in contrast, the secret date information did result in new knowledge, such as visual knowledge, as demonstrated by the smaller frontal N2 for the episodic probe relative to the irrelevants. This is consistent with evidence that certain types of newly acquired knowledge result in sensitivity of the frontal N2 (and similar frontal negativities between 200 and 500 ms, e.g., frontal N3 complex, N300, N350, N390 components) to this knowledge (Curran et al., 2002; Ganis and Kutas, 2003; Folstein and Van Petten, 2004, 2008; Folstein et al., 2008; Schendan and Maher, 2009), but additional more richly meaningful information needs to be provided for the centroparietal N400 to become sensitive to newly acquired facts about an item (Gratton et al., 2009). Importantly for deception detection, this means that the N400 shows a CIT effect for semantic autobiographical information, and quite a robust one, but minimal to no CIT effect for episodic autobiographical information.

Previous CIT studies have not reported N400 effects for several reasons. First, the N400 effect is largest at Cz(28) but overlaps to some extent the P3b spatiotemporally at this site and parietal sites. A number of CIT studies have used only the three midline sites Pz, Cz, and Fz, or reported data only for those sites (e.g., Rosenfeld et al., 1988, 2004, 2006; Gamer and Berti, 2010), and so may have missed N400 effects or analyzed them as part of the P3b effects. Second, as mentioned in the context of the frontal N2, extreme low-pass filtering to enhance slow components like the P3b might have spuriously reduced effects on faster-varying components such as the N400 (e.g., Rosenfeld et al., 2006). A third reason is suggested by the present finding of a CIT effect on the N400 only in the semantic condition. Episodic stimuli do not show a CIT effect because, in the present work and many previous studies, they do not have sufficiently rich semantic memory representations to produce a CIT effect on the N400.

From a memory perspective, it is necessary to consider the alternative that the frontal N2 and centroparietal N400 effects reflect instead episodic memory. Indeed, frontal negativity between 100 and 300 ms (during the N2) does show memory effects, being more negative for new than old items during recognition tasks (Tsivilis et al., 2001), but the interpretation of such repetition effects, and similar ones on the N400, is controversial (Rugg and Curran, 2007) and, if anything, points to knowledge, conceptual memory, and semantic memory (Paller et al., 2007; Voss et al., 2010; Voss and Federmeier, 2011). These issues have been discussed in detail in the debate about whether an N400-like component, which sometimes appears to have a more frontal (and so labeled “FN400”) than centroparietal distribution, reflects episodic familiarity or conceptual implicit memory (due to activation of meaning representations) (Paller et al., 2007; Rugg and Curran, 2007; Voss and Federmeier, 2011). While this debate is beyond the scope of this paper, it is relevant to consider whether the frontal N2 or N400 pattern might reflect episodic familiarity. We suggest that familiarity can’t simply or easily explain the N400. First, one might argue that the semantic
The relevant finding from that study is that the P3b difference should be considered. With both semantic and episodic memory, both types of markers may be more suitable, and the VN400 has been argued to be identical to the N400 and to reflect semantic memory and conceptual implicit memory for repeated items (Paller et al., 2007; Voss et al., 2010; Voss and Federmeier, 2011). Note, as all items repeated here many times, conceptual priming (due to conceptual implicit memory) could explain the N400 pattern, not only semantic memory (Renoul and Debruille, 2011). The N400 shows robust modulation with conceptual priming, being smaller for repeated than new meaningful items (Paller et al., 2007). Conceptual priming would be greater for the meaningful semantic probe than the minimally meaningful episodic probe (Voss et al., 2010), consistent with the observed pattern.

Together, these findings suggest that the N2 and N400, as highly sensitive markers of knowledge and semantic memory, respectively, could potentially be used for detecting concealed information, but only if the type of memory is considered carefully and the concealed information that one is trying to detect is stored in the brain systems for knowledge and semantic memory. In contrast, if the goal is to detect episodic memory, then later brain potentials, like the P3b and LPC, may be more suitable markers. In most realistic cases, in which the probes are associated with both semantic and episodic memory, both types of markers should be considered.

**P3b**

The main prior study that addressed an issue similar to the one addressed here is the one by Rosenfeld and Collaborators (2006). The relevant finding from that study is that the P3b difference between probes and irrelevants was much smaller for low-impact probes (the recently learned experimenter’s name) than high-impact probes (a participant’s name). In fact, the difference between probes and irrelevants in the low-impact condition was close to zero. Like that study, we found that semantic probes elicit a larger P3b than episodic ones: The CIT effect is larger in the semantic than episodic condition. Even so, at least in the analysis within a fixed P3b window, episodic probes show a sizeable CIT effect on the P3b. One possible explanation for this discrepancy is that, in the prior study, the low-impact probes were incidentally learned, even though they were encountered numerous times in the experiment. In the current study, participants were explicitly told that the (episodic) probe was a secret date that they had to lie about. This constitutes intentional encoding, which results in greater episodic memory than incidental encoding and likely also increases the saliency of such a date (Hyde and Jenkins, 1973; Craik and Tulving, 1975; Kellogg et al., 1982). Given the intentional nature of deception, intentional study would also be expected to transfer more appropriately to the intentional retrieval situation of the CIT paradigm than incidental study (Tulving and Thomson, 1973; Morris et al., 1977).

Since the stimulus sequences used in the two memory conditions were identical, this finding confirms that the P3b is modulated by the type of memory triggered by the probe, not just by context updating taking place in working memory (Johnson, 1986, 1993). Importantly, the CIT effect on the P3b did not become smaller with repetition, but rather, tended to become larger. This indicates that the duration of the test is not a major issue in P3-based CITs, and the benefit of longer ERP sessions with more trials may not be cancelled by habituation effects, as usually seen with electrophysiological measures (Ben-Shakhar et al., 1975). Future work will have to determine whether the CIT effect on the P3b is constant for even longer sessions that may be required in the field. It is noteworthy that our results may underestimate the size of the P3b in the episodic condition during its initial phase when it overlaps the N400 at central sites due to the opposing polarities of these ERPs (Figures 3–5), but not afterwards around the P3b peak and thereafter from 500 to 600 ms.

The P3b pattern bolsters the interpretation of the earlier frontal N2 and centroparietal N400 patterns in terms of knowledge and semantic memory. Both the present findings and the Rosenfeld et al. (2006) study indicate that the CIT effect on the P3b is larger for semantic items (e.g., your own birth date and name, respectively) relative to items that are less meaningful or about which one has less knowledge (e.g., a secret date, irrelevant). Likewise, in experiments on semantic memory using an object categorization task, a parietal P3b-like component, peaking around 600 ms, is more positive for objects categorized more than less successfully (Schendan and Kutas, 2002, 2003; Schendan and Maher, 2009). Consequently, in the present study, the P3b is larger for the semantic than episodic probe possibly because subjects more successfully identify the semantic probe as their birthdate relative to the episodic probe as the secret date and discriminate the semantic better than the episodic probe from the irrelevant dates in order to generate a deceptive response; after all, the episodic probe and the irrelevants have minimal to no meaning and so they may be less discriminable from each other.
in terms of knowledge and semantic memory. Altogether, the N2, N400, and P3b all point to the importance of knowledge and semantic memory for demonstrating a CIT effect on these ERPs.

**LPC**

Even though previous CIT studies have considered episodic memory, no previous ERP study has examined specifically the LPC, which is well established as a marker of conscious recollection from episodic memory (Paller and Kutas, 1992; Rugg and Curran, 2007). In the present study, episodic probes elicit a larger LPC than semantic ones. This finding is consistent with studies of episodic memory in which people decide whether an item is new or old (e.g., Paller et al., 1995). In these studies, a larger LPC is typically found for old items recognized as such (e.g., items with associated episodic knowledge) relative to new items. The parietal distribution and time course of this old/new LPC resembles the LPC memory effect found here. The present LPC finding thus indicates that, when the concealed information is thought to be primarily or predominantly due to episodic memory, then the LPC may be the most robust ERP to examine in CIT paradigms. Intriguingly, the LPC pattern is the only ERP finding that parallels the RT pattern: The LPC is more positive and RTs are slower for episodic than semantic probes, which are slower than irrelevants. However, the LPC starts after the RTs in the episodic condition, on average, suggesting that the recollection process underlying the LPC cannot drive the RT effect.

**Repetition**

Repetition effects should be explored in future ERP work, especially given the sensitivity demonstrated here of RTs and accuracy to this factor. Overall, RTs and ERPs between 250 and 350 ms, 400 and 600 ms, and 750 and 900 ms show repetition effects, but focal analyses on the N2, N400, P3b, and LPC show no repetition effects, perhaps due to insufficient power. Intriguingly, RT repetition effects to all item types (i.e., faster responses in the second than first half) tend to be larger (albeit non-significantly) in the episodic than semantic condition. However, no ERP repetition effect is larger in the episodic than semantic condition, but given the weakness of the RT interaction, power may have been insufficient to detect this also in the ERPs. Nonetheless, it appears that the N2 and N400 are larger for episodic than semantic in the first (Figure 6) more than the second half of trials (Figure 7), whereas the P3b is larger for semantic than episodic, and the LPC is larger for episodic than semantic in the second more than first half. Future ERP studies should manipulate repetition with a greater number of trials and in more subtle ways and evaluate whether repetition modulates the CIT effect on these ERPs and if so, how.

**Performance and ERPs**

RTs, accuracy, and ERP effects differed from each other so it is unclear which ERP effects drive the behavioral effects. Nonetheless, a few points can be made. The LPC starts too late (after 700 ms) to drive RT effects (all faster than 700 ms, on average) and corresponding accuracy of these responses. The P3b (400–600 ms) overlaps the earliest RTs, which are to irrelevants and even too late to influence RTs to probes much if at all (600–700 ms). The N2 and N400 are thus the ERP markers that are most likely to be responsible for the RTs and corresponding accuracy. Consistent with this, the N2 has long been recognized as having a time course and relationship with RTs consistent with the underlying decision processes driving the RTs during discrimination tasks, such as the CIT, in part because the N2 is early enough to drive the RTs, whereas the P3 is often too late, and N2 latency is related to RTs (Ritter et al., 1979). Likewise, the N3 complex, which includes the (mis)match N2, is related to RTs during category decisions (Philiaistides and Sajda, 2006, 2007; Philiaistides et al., 2006). Given that both the N2 and N400 show a CIT effect in the semantic condition, the RT CIT effect in this condition could reflect both knowledge and semantic memory processes underlying these ERPs. Given that the N2 but not the N400 shows a CIT effect in both the semantic and episodic conditions, the knowledge processes underlying the N2 but not the N400 drives the CIT effect in the episodic condition. However, it is likely that at least the initial CIT effect on the P3b, which starts within 400 ms in the semantic condition and within 475 ms in the episodic condition, could further influence the RTs. However, the finding that P3b CIT effects end around 650 ms, which is after the response to all items except the episodic probe in the first half of trials suggests that the processes underlying the P3b are unlikely to be the only factor influencing behavior. This highlights the importance of considering the (mis)match frontal N2 and N400 and underlying knowledge and semantic memory processes, respectively, in future CIT studies and for deception detection, in general.

**Saliency and related factors**

Memories can differ in saliency, but how they differ depends upon many factors. Manipulating these factors was beyond the scope of this initial experiment but will be important for future research. We highlight here a few key issues regarding saliency and memory. First, saliency needs to be defined clearly but as yet a good definition is lacking, in general and in the memory field. Saliency has been most clearly defined in the context of selective attention to perceptual information. In particular, saliency is defined operationally by search performance: Items that differ along certain perceptual dimensions from the surrounding context are more salient and can be detected faster than items that do not differ as much from the surrounding context (e.g., a red dot against a background of green distractor dots). Saliency so defined orients selective attention, which can occur in parallel in early visual areas (Treisman, 2006) and, after the initial separation of stimulus information into features, binds these features together into an object representation and searches a scene serially (Wolf et al., 1989; Treisman, 2006). Depending upon the context and task goals, these computations can inform the selective attention system to attend to salient features (e.g., the red dot) and filter out distractors and less salient features (Kastner and Pinsk, 2004). Selective attention can also be driven endogenously (e.g., by task goals and memory), and the top-down feedback inputs that perform these functions proceed from higher to lower order areas of information processing (Buffalo et al., 2010).
Second, in CIT paradigms usually the various items do not differ perceptually and so “saliency” is driven entirely by stored memory and to its interaction with the details of the CIT paradigm. For example, probes and irrelevants are perceptually identical between conditions (i.e., all strings of two numbers and three letters) and have the same motor demands and so perceptual differences cannot drive saliency here: Saliency is determined primarily by memory. Notably, this dictates that,
because memory is stored where it is processed in the cortex (Slotnick and Schacter, 2004; Schendan and Maher, 2009), saliency effects might be observed at the same time as memory differences are computed and/or afterwards when an earlier memory computation influences later cognitive and other memory processes (Moses et al., 2005): Saliency effects can only be observed once the first memory effect has begun. Thus, it is necessary to consider how saliency has been defined in some of the few memory studies that have tried to address its role.
Third, in the memory field, definitions of saliency are based on memory representations, not perception, and differ between memory types: the information encoded in memory and its interactions with the task determine the salience of memory of a particular type (e.g., semantic or episodic), and such memory saliency computations can potentially influence another memory (of the same or a different type) activated simultaneously or later on in stimulus processing (e.g., semantic memory could influence episodic memory). For example, saliency of semantic memory has been defined based on (1) conceptual or perceptual distinctiveness in terms of dominance of meaning (e.g., for “bank,” the dominant meaning is associated with “money,” not “river”) (Rajaram, 1998) or learned statistical regularities of the memory has been defined based on (1) conceptual or perceptual in influence episodic memory). For example, saliency of semantic or episodic memory despite brain injury (Westmacott and Moscovitch, 2003). Note, by all these definitions, memory saliency is intrinsically entangled with the memory itself. On this basis, the birth date is higher in the saliency of both semantic and episodic memory than the secret date, predicting larger CIT effects across the entire ERP waveform. However, this was not the case because the LPC, consistent with this ERP as an index of episodic recollection, shows a larger CIT effect for the secret date. This raises the possibility that, for episodic memory, an additional definition of saliency is based on the role of recency (Soderlund et al., 2012). The present findings suggest that episodic memory can be more salient when recent than remote, as the secret date was associated with more recent episodic memory than the birth date. Finally, these considerations and multiple memory systems theory (Schacter and Tulving, 1994), more generally, highlight that saliency can only be defined within a particular type of memory; otherwise, one would be comparing apples and oranges. Saliency for semantic memory is not the same as saliency for episodic memory (e.g., meaning dominance determines salience for semantic memory vs. personal relevance determines salience for episodic memory). Thus, it would be difficult, if not theoretically impossible, to compare directly the saliency of items such as the birth and secret dates. For instance, on the one hand, it is uncommon to ask people explicitly to lie, and so the secret date has a very distinctive and salient episodic memory, and the recency of this memory may also enhance its saliency. On the other hand, the birth date usually has more personally relevant associated episodic memories than the secret date, and so it is very salient as well. In short, memory salience is greater for the birth date based on some definitions and memory types, whereas it is greater for the secret date based on others. Finally, we note that, by definition, semantic memory represents meaning, whereas episodic memory can store information regardless of meaning, as when people recognize non-sense visual patterns (Voss et al., 2011). Accordingly, the birth date is highly meaningful due to activating semantic memory, whereas the secret date is less meaningful due to activating semantic memory less successfully but instead activates episodic memory due to its recency, more successfully than the birth date. Thus, as we argued, the birth and secret dates differ as a function of their ability to activate semantic or episodic memory, and differ in meaningfulness (as one definition of saliency) only as a function of the extent to which they activate semantic memory.

Fourth, saliency is not a property of an item alone but rather a property of the item in a particular context. For example, the frequent word “table” may be low in saliency when embedded in a list of other frequent words but highly salient in the context of famous names. Furthermore, memory saliency depends on the task at hand and can be modulated by attentional manipulations (Rajaram, 1998), and so the word “table” can become highly salient in the context of other common words when the task requires detecting furniture words that appear infrequently. In the present CIT paradigm, the birth and secret dates occurred (in different blocks) infrequently within a stream of random dates, and they were the only items for which a lie had to be produced, making them highly salient in both conditions. The behavioral results support this and provide an operational definition of saliency for this task, as done in the attention field: faster RTs to probes are taken to reflect higher saliency in the task. Specifically, although RTs differ reliably between probes and irrelevants (documenting that the study had sufficient power to detect such differences), the memory conditions show no evidence of any difference that could be attributed to saliency. Thus, the CIT paradigm and procedures made both types of probes highly salient (being the only items for which a lie had to be produced) so that any residual saliency differences are very small; at most, probes show a non-significant trend to be faster in the semantic than episodic condition in the first block (596 vs. 640 ms). This could be due to the specific content of the memory (birthdate) or to the fact that the semantic probes were the only ones with a strong semantic content in the stream of irrelevants and targets (items with predominantly episodic memory associated with them and minimal semantic memory).

Finally, other reasons why we believe differential saliency was not an issue in the present study include the following. (1) If the birth date is more salient than the secret date, then a saliency-based account of the frontal N2 would predict a larger N2 to probes than irrelevants and a larger N2 for the birth than secret date. This is because, by definition, saliency engages attentional and other cognitive control processes (e.g., response monitoring, depending on the stimulus-response mapping) and these processes are typically associated with a larger N2 (Folstein and Van Petten, 2008). So, counterfactually, a smaller N2 for the date of birth than the secret date implies that date of birth was not more salient than the secret date. The same logic applies to the comparison between probes and irrelevants. Thus, the evidence is at odds with a saliency account and more in tune with a memory matching explanation. (2) Further, the LPC effect should be larger for the birth than the secret date, but the opposite was found, consistent with the idea that memory differences primarily drive the effects. (3) To our knowledge, there has been
no systematic P300 CIT work suggesting that a recent memory leads to smaller P300s than one’s birth date, unless such information is acquired incidentally (Rosenfeld et al., 2006), which was not the case in our study, and no CIT studies have been conducted in which stimulus saliency was non-circularly defined and its systematic manipulation affected P300 amplitude (or any other ERP) in a way that could easily explain the current findings.

Memory task orientation

Memory is task-dependent; task instructions can influence the importance of a particular type of memory for performance and alter the pattern of effects (Richardson-Klavehn and Bjork, 1988). Thus differential activation of semantic and episodic memory by the birth and secret dates may also change the memory orientation of the CIT task to favor semantic vs. episodic memory, respectively. Consider that a seemingly subtle difference in task instructions from categorization (e.g., categorize the object) to recognition (e.g., recognize the item as old or new) alters the cortical networks involved in processing the same item (Schendan and Stern, 2008), consistent with multiple memory system theory (Squire and Zola-Morgan, 1991; Schacter and Tulving, 1994).

In the SAM condition, the task requirement to lie about the birthdate likely focuses attention on associated rich semantic memory and remote episodic memories because these memories distinguish the birth date from the target date and irrelevants. Likewise, in the EAM condition, the task requirement to lie about the secret date should instead focus attention on the one recent episodic memory to cue the task response, while also minimizing attention to any associated semantic memory or knowledge, because recent episodic memory most clearly distinguishes the secret date from the target date and irrelevants. Moreover, the EAM condition probably focuses attention on episodic memory more than the SAM condition because strategic retrieval processes in inferior prefrontal cortex are required more for remote than recent episodic recollection (Soderlund et al., 2012), and lying recruits such prefrontal processes to inhibit the prepotent truthful response. Altogether, this would make these neural resources less available to recollect episodic autobiographical memories, which is more of a problem for the birth date in the SAM condition where in these memories are more remote, than the EAM condition where in the memory is recent. Likewise, such prefrontal processes are also implicated in selecting episodic memory from competing alternatives (Badre and Wagner, 2007), and the many remote episodic memories associated with the birthdate would require such selection processes more than the single recent episodic memory associated with the secret date. Consequently, the SAM condition orients the task predominantly toward using semantic memory as the primary cue to guide performance because semantic memory is retrieved more readily than remote episodic memory. In contrast, the EAM condition orients the task predominantly toward recent episodic memory as the primary cue to guide performance. This predicts that the SAM condition should produce larger CIT effects on ERP components related to knowledge and semantic memory (i.e., N2, N400, and P3b), whereas the EAM condition should produce larger CIT effects on ERP components related to episodic memory (i.e., LPC), consistent with these findings. Such task orientation effects would then interact with the memory retrieved to determine task performance (Schyns, 1998).

CONCLUSIONS

This study demonstrates that memory associated with a probe has multiple effects on the ERPs in CIT paradigms (N2, N400, P3b, and LPC), and the exact pattern of each effect depends upon the type of memory. Here, these effects are broadly consistent with the known properties of semantic and episodic memory systems, as assessed using ERPs. Documenting and examining these ERP effects is necessary to understand fully the neural basis of the processes engaged during CIT and related paradigms. For practical applications, analysis methods may be fine-tuned to detect concealed information depending on the associated memory type: For semantic probes, the focus should be on the frontal N2, centroparietal N400, and parietal P3b, and for episodic probes the focus should be the P3b, and the LPC. Further, using longer sessions with more trials can efficiently improve signal-to-noise ratio because ERP CIT effects exhibited no signs of habituation or fatigue.

Altogether, the findings indicate that the frontal N2, centroparietal N400, and P3b are especially sensitive to information stored in knowledge and semantic memory systems of the neocortex, whereas the LPC is especially sensitive to information stored in the episodic memory system that depends on the hippocampus and adjacent cortical structures of the mediotemporal lobe. This conclusion highlights that clearly defining, manipulating, and considering the type of memory that may be concealed may be important for accurate detection of concealed information. Future CIT studies will need to consider carefully the semantic and episodic memory associated with each item, as well as how this interacts with task and experimental context. For example, if the goal is to reveal concealed semantic memory, then the semantic memory associated with each episodic item may need to be equated or specifically manipulated to separate out the semantic from episodic contributions. The present memory manipulation essentially orients subjects to focus on one memory system over another because the semantic and episodic probes that determined the memory system (i.e., semantic vs. episodic) for retrieval were presented in separate blocks of trials; participants did not have to discriminate between semantic and episodic probes directly. The strength of this approach is that it parallels the methods of memory research. Semantic memory experiments would involve asking subjects to report if the item exists in the real world, the meaning of a stimulus, or to categorize or name it, and items would differ in how well they are known (i.e., how well semantic memory is activated), akin to the semantic probe and irrelevants in this CIT paradigm. Episodic memory experiments would involve asking subjects to report whether the item is familiar from a prior study experience and/or to recollect associated information from that study experience, and familiar items would be mixed with unfamiliar items that had not been studied, akin
to the episodic probe and irrelevants in this CIT paradigm. The present experiment was a first attempt at teasing apart semantic and episodic memory contributions to the CIT. However, here, as in the real world, items will usually activate both semantic and episodic memory to some extent. This mix needs to be carefully documented in CIT paradigms and, more broadly, in deception research.
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P300 amplitudes in the concealed information test are less affected by depth of processing than electrodermal responses
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INTRODUCTION

The Concealed Information Test (CIT) has been used in the laboratory as well as in field applications to detect concealed crime related memories. The presentation of crime relevant details to guilty suspects has been shown to elicit enhanced N200 and P300 amplitudes of the event-related brain potentials (ERPs) as well as greater skin conductance responses (SCRs) as compared to neutral test items. These electrophysiological and electrodermal responses were found to incrementally contribute to the validity of the test, thereby suggesting that these response systems are sensitive to different psychological processes. In the current study, we tested whether depth of processing differentially affects N200, P300, and SCR amplitudes in the CIT. Twenty participants carried out a mock crime and became familiar with central and peripheral crime details. A CIT that was conducted 1 week later revealed that SCR amplitudes were larger for central details although central and peripheral items were remembered equally well in a subsequent explicit memory test. By contrast, P300 amplitudes elicited by crime related details were larger but did not differ significantly between question types. N200 amplitudes did not allow for detecting concealed knowledge in this study. These results indicate that depth of processing might be one factor that differentially affects central and autonomic nervous system responses to concealed information. Such differentiation might be highly relevant for field applications of the CIT.

Keywords: concealed information test, memory, depth of processing, N200, P300, skin conductance, mock crime

The valid differentiation of offenders and people who are innocent of a crime under investigation is one of the most important issues in forensic sciences. Correspondingly, there has been a huge interest in developing adequate techniques that allow for such detection (Vrij, 2008). One such line of research has focused on questioning techniques and different interrogation methods have been proposed that all have distinct advantages and drawbacks. A method that seems to be widely accepted in the scientific community is the so-called Guilty Knowledge or Concealed Information Test (GKT, CIT; Lykken, 1959; Ben-Shakhar et al., 2002). This method can be regarded as an indirect test for an involvement in a crime since the participant is not asked accusatory questions (e.g., “Did you rob the grocery store last night?”) but instead confronted with a series of questions presented in a multiple choice format that ask for specific details of the crime under investigation (e.g., the weapon that was used for the robbery, the amount of money that was stolen). Each question consists of the known critical detail (relevant or probe item) and a number of neutral alternatives (irrelevant items) that are equally plausible to an innocent person. It is assumed that the recognition of crime related details by a guilty examinee results in enhanced physiological responses as compared to the irrelevant items. Innocent examinees without such knowledge should show a non-systematic response pattern. Indeed, this general response pattern has been found for a number of different behavioral and physiological measures (for a comprehensive overview see Verschuere et al., 2011).

Traditionally, CIT examinations were designed to measure autonomic responses, and the majority of studies relied on skin conductance as the only dependent measure (Ben-Shakhar and Elaad, 2003). Guilty examinees normally respond to the presentation of the crime related detail by showing enhanced skin conductance responses (SCRs). However, respiratory suppression and heart rate deceleration were also found to reliably differ between probes and irrelevant CIT items when the examinee is able to recognize crime related information (for a review see Gamer, 2011). With respect to measures of central nervous system activity, the majority of CIT studies focused on event-related brain potentials (ERPs). In most of these studies, a third item type (so-called targets) was introduced to the examination protocol (e.g., Farwell and Donchin, 1991; Allen et al., 1992; Rosenfeld et al., 2004; Meijer et al., 2007; Mertens and Allen, 2008). These target items require a different behavioral response than all other items and were used to maintain the subject’s attention during the testing procedure. ERP-studies on the CIT consistently reported larger P300 amplitudes following the presentation...
of probes as compared to irrelevant items (for a review see Rosenfeld, 2011). Moreover, a few recent studies also reported larger N200 amplitudes when examinees were confronted with previously encoded information (Matsuda et al., 2009; Gamer and Berti, 2010). Taken together, autonomic responses as well as ERP measures allow for validly identifying concealed knowledge.

The majority of studies either focused on autonomic responses or ERPs but did not directly compare response patterns of these two types of measures. Only in recent years, a few studies tried to overcome this limitation and acquired autonomic and ERP measures within the same CIT setting (Matsuda et al., 2009, 2011; Ambach et al., 2010; Gamer and Berti, 2010). These studies mainly replicated what had already been established for separate measurements but also provided some evidence for an incremental validity of these measures. Thus, a combination of P300 amplitudes and autonomic responses enhanced CIT validity above each single measure (Ambach et al., 2010; Matsuda et al., 2011). A comparable result was obtained for the combination of N200 amplitudes and electrodermal measures (Gamer and Berti, 2010). What these studies did not address, however, is the underlying cause of this incremental validity.

At least three explanations seem plausible: First, the reliability of each single measure might be corrupted by an unknown amount of error. Assuming that this error is not substantially correlated between measures, a combination would always yield higher validity coefficients because of an increase in the signal-to-noise ratio. Second, physiological measures might be differentially responsive to concealed information or the pattern of responsiveness might vary between individuals (Matsuda et al., 2006). Such physiological effects might explain the previously observed enhanced validity for a combination of measures. Third, it seems possible that different physiological measures cover partially different psychological processes that are involved in the CIT (e.g., attentional orienting, memory retrieval, response selection, and monitoring). This would also explain the incremental validity of individual responses as well as the usually observed low to moderate correlations between measures (Matsuda et al., 2009; Gamer and Berti, 2010). Of course, these explanations are not mutually exclusive and incremental validity could rely on all these aspects. In the present study, however, we focus on the last explanation of incremental validity.

Two recent studies examined this hypothesis and tested whether autonomic responses during the CIT differ between central items that were encoded deeply during the mock crime as compared to more peripheral details which were only shallowly encoded (Nahari and Ben-Shakhar, 2011; Peth et al., 2012). Items were defined as central when they were directly related to the execution of the crime or actively handled during the course of the mock crime (e.g., the stolen item). By contrast, peripheral details were also present at the crime scene but unrelated to its execution (e.g., a picture hanging on the wall). Consistent with the hypotheses on the influence of depth of processing, participants remembered central details much better in these studies and also showed stronger autonomic responses to central items as compared to more peripheral details (c.f., Carmel et al., 2003). However, it is difficult to infer whether the latter effect is only an epiphenomenon of the reduced recognition rate or represents a specific effect of depth of processing on the autonomic level. Evidence for the latter interpretation comes from recent studies by Gamer et al. (2012). In this study, a dissociation was observed between autonomic responses and an explicit memory test: In detail, the results showed larger SCR to deeply encoded details while no differences were obtained in an explicit memory test. Comparable results were also reported by Ambach et al. (2011) who found enhanced autonomic responses to stolen items as compared to details that were only seen during the mock crime. This result emerged even when excluding items that were not explicitly remembered but it only occurred when emphasizing the act of stealing in the CIT questions. Taken together, it seems that electrodermal responses might be sensitive to depth of processing. A study by Ferlazzo et al. (1993) suggests that this also applies to the P300 amplitude: In this study, P300 amplitudes in the test phase were enhanced for items which were deeply processed in the study phase compared to shallowly processed items. In the context of the CIT the effect of depth of processing on the P300 amplitude was not directly tested. However, previous studies consistently reported differences in P300 amplitudes between recognized items and irrelevant details for different domains including autobiographical or other personally relevant knowledge (e.g., Rosenfeld et al., 1995), mock crime details (e.g., Farwell and Donchin, 1991; Abootalebi et al., 2006), or explicitly learnt items (e.g., van Hooff et al., 1996). Moreover, it has been reported that P300 amplitudes were larger for highly salient autobiographical information (such as one’s own name) as compared to incidentally acquired knowledge (such as the experimenter’s name) (Rosenfeld et al., 2006). Similar results were obtained when comparing autobiographical information to explicitly learnt items (Ellwanger et al., 1996) or incidentally acquired mock crime details (Rosenfeld et al., 2007). Assuming some similarity between autobiographical information and deeply processed knowledge, it can thus be speculated that depth of processing also affects P300 amplitudes in a CIT protocol. However, the autobiographical information that was used in previous CIT studies (e.g., the own name, birthday, hometown or school) was highly salient and could therefore be identified as personally relevant without difficulties. Such knowledge might qualitatively differ from other information that is only personally significant because it is linked to a specific episode in
life. To further examine how the strength of episodic memories relates to physiological responses in the CIT, the current study focused on information that was encoded in the same situation (a mock crime) but with varying depth of processing (central vs. peripheral details).

Taken together, the current study was designed to test whether depth of processing differentially affects electrodermal and ERP responses in a CIT. A mock crime procedure was constructed that involved the incidental encoding of two central and two peripheral items which were all relatively salient in order to heighten the probability of successful item recognition during the CIT. To overcome limitations of previous studies using a compromise between the requirements for a reliable quantification of ERPs (i.e., large number of stimulus repetitions) and SCRs (i.e., long interstimulus-intervals, ISIs), we implemented a new approach that has been originally developed for event-related functional magnetic resonance imaging (fMRI) studies. In this kind of studies it becomes highly problematic or even impossible to detect experimentally induced changes in slow fluctuations of the blood oxygen level dependent signal when using very short fixed ISIs. Dale (1999) demonstrated that this problem can be solved by properly jittering the ISIs and optimizing the sequence of events to ensure adequate randomization. Such an approach substantially enhances the statistical efficiency of rapid event-related fMRI designs. Because the problem experienced by such fMRI studies is very similar to the problem of reliably quantifying stimulus-related SCRs with short ISIs, we transferred the approach developed by Dale (1999) to the current study in order to simultaneously measure SCRs and ERPs within the same experiment.

**MATERIALS AND METHODS**

**PARTICIPANTS**

Twenty-two subjects volunteered to participate in the study and gave written informed consent according to the Declaration of Helsinki. Two participants were excluded. In one case, the electrodermal data was lost due to technical problems. For another subject, the EEG-data could not be analyzed due to excessive blinking. The final sample consisted of 20 persons (19 right-handed) of whom 13 were female and 7 male. Most participants were students and their mean age was 24.5 years (SD = 6.3 years). All subjects were paid 10,-EUR for their participation.

**PROCEDURE**

All participants were instructed to accomplish a realistic mock crime scenario where all critical details (printed in *italics* below) were only incidentally encoded during the mock crime itself and not mentioned in the instructions. Participants were given a room number and were asked to find this specific room in the psychology department. Upon entering the room (an *office*), they were instructed to search for a key to unlock a desk drawer. A *keyring pendant* was affixed to this key that was always placed on the desk and could thus be easily found. Participants were instructed to “steal” a data storage medium (a *CD*) from the desk drawer. They were told to have a look at the content of the *CD* at home and send a short message to an email address that was given to them in advance. In this email, participants should briefly describe what they found on the CD and attach all files. There were six *pictures* on the CD that depicted a woman entering a store and leaving it with an envelope in her hands. The photos were taken from a perspective that looked like an observation of the respective woman. All participants correctly accomplished the mock crime and gave a valid description of the CD content in their email.

Following previous studies (Gamer et al., 2010; Nahari and Ben-Shakhar, 2011), we defined half of the relevant crime details as central and peripheral, respectively. Items that must have been perceived in order to successfully accomplish the mock crime were designated as central details (the *CD* and the content of the *CD*). The other details (the office where the mock crime took place and the keyring pendant) were not directly relevant for the mock crime itself and might or might not have been encoded during the course of the mock theft. Therefore, they were defined as peripheral. Thus, the question type (central vs. peripheral) was varied as a within-subjects factor.

Participants were instructed to return to the laboratory one week after execution of the mock crime to take a polygraph test. Before the examination, they were informed that a theft occurred in the psychology department a week ago. Because they were seen in the building at that time, they were told to be suspects of this theft but they would have an opportunity to demonstrate their innocence in a polygraph test examination. To increase motivation, all participants were encouraged to convince the polygraph examiner of their innocence and it was announced that all participants who successfully passed the CIT would have a chance to win 100,- EUR in a subsequent lottery.

For the polygraph examination, the participant was seated in a semi-reclining chair approximately 130 cm in front of a 19’ color screen in an electrically shielded and sound attenuated chamber. The stimuli were presented as pictures with a size of 16.0 × 12.1 degrees of visual angle for duration of 1000 ms each (all stimuli are shown in Figure 1). An IBM-PC using the ERTS stimulation software (BeriSoft, Germany) controlled stimulus presentation. The examination was conducted according to the 3-item CIT protocol that includes probes (the crime related details), irrelevant items (equally plausible neutral details) and targets (Farwell and Donchin, 1991; Rosenfeld et al., 2004; Meijer et al., 2007). Target items are similar to irrelevant details with the exception that they require a different behavioral response to ensure that participants are paying attention to the stimulus presentation. Therefore, participants had to memorize four specific target items (i.e., one for each CIT question defined by the respective probe item) before the examination started. Participants were instructed to press the right key of a response pad with the middle finger of their right hand whenever a target item would be presented on a display screen. The left key had to be pressed with the right index finger following all other stimuli. That is, probe and irrelevant items shared the same response key. It was emphasized that key presses should be as accurate and fast as possible.

The two central and two peripheral probe items were presented in separate blocks whose order was counterbalanced across participants. Within each block, four irrelevant items and one target were additionally presented for each probe item and each item was shown in 15 trials. The blocks were divided into three sessions each with short breaks in between to prevent tiredness.
Each session started with the presentation of an additional irrelevant item that was used as a buffer and discarded in the analyses. Furthermore, the amount of trials of each item category (irrelevant, probe, target) was constant across sessions. Altogether, 30 probe (two relevant details × 15 repetitions), 30 target (one target for each probe item × 15 repetitions) and 120 irrelevant items (four irrelevant items for each probe item × 15 repetitions) were presented for central and peripheral CIT questions, respectively.

Stimulus sequence and timing were optimized using the software optseq2 (http://surfer.nmr.mgh.harvard.edu/optseq/). This software was originally developed to optimize the statistical efficiency of event-related fMRI studies (Dale, 1999). However, since the hemodynamic response that is measured by fMRI has a similar response morphology and comparable timing characteristics, it seems plausible to transfer these calculations to the measurement of SCRs in fast event-related paradigms. We used optseq2 to generate individual stimulus sequences for each experimental session. This software first randomizes the sequence of events (without restrictions) and then introduces random jitter between events such that no ISI is shorter than the previously defined minimum ISI (2400 ms in this study) and the whole sequence duration does not exceed the previously defined maximum length (5 min in this study). This process is iteratively repeated and the design efficiency is stored for each sequence. We used 10,000 iterations and saved the best (in terms of design efficiency) 120 sequences (six sessions for each of 20 subjects) for later use. The optimization procedure as implemented in optseq2 does not make strong predictions about the shape of event-related responses since it does not use a template of the hemodynamic response function but instead a finite impulse response function spanning a predefined time window (0–8 s in this study). Thus, it is only assumed that the response morphology of stimulus-related responses is adequately described by the signal change within 8 s after stimulus presentation and stable across trials of one condition. Both these assumptions seem reasonable for stimulus-related SCRs that have a typical latency of 1–3 s, a rise time of 1–3 s (Dawson et al., 2007) and a response shape that is relatively stable within one examinee (Lim et al., 1997). With the currently chosen timing parameters, mean ISI amounted to 4952 ms (SD = 30 ms) across examinees. The average maximum ISI was 16230 ms (SD = 2323 ms) across examinees.

After completing the test, all participants were required to recall the probe items in a post-experimental memory test by means of a multiple-choice procedure. This test consisted of all items that were used in the CIT examination and participants were asked to identify the critical detail within each question. Finally, all participants were paid and fully debriefed about the nature of the study and the mock crime.

**DATA ACQUISITION AND ANALYSIS**

The electroencephalogram (EEG) was recorded continuously with a SynAmps amplifier (NeuroScan, Sterling, VA) from 19 cap-mounted Ag/AgCl electrodes (EasyCap, Germany) with positions according to the international 10–20 system; the reference electrode was placed at the right mastoid. To control for eye movements, vertical and horizontal electro-oculograms (EOG) were recorded. Data were digitized at 250 Hz and online filtered using a 0.05–40 Hz bandpass and a 50-Hz notch. Trials with eye blinks or eye movements (i.e., whenever the standard deviation within a 200-ms interval exceeded 30 µV in the horizontal or vertical EOG) were excluded from further analyses. For central details, the number of valid trials amounted to 112.0 irrelevant (SD = 7.8), 28.2 probe (SD = 2.0) and 26.0 (SD = 3.1) target trials. The respective trial numbers for peripheral details were 112.8 irrelevant (SD = 8.7), 28.3 probe (SD = 1.8) and 25.4 (SD = 3.3) target trials. The amount of valid trials did not differ significantly between central and peripheral CIT questions (all p > 0.25 in paired t-tests contrasting the number of irrelevant, probe and target trials, respectively). The ERPs were separately computed for the three item types of central and peripheral CIT questions, with a time window ranging from −200 to 1400 ms relative to the visual stimulus onset. The 200-ms pre-stimulus interval served as baseline.

Similar to our previous work (Gamer and Berti, 2010), we determined the N200 amplitude by computing the maximally negative segment average of 50 ms at Cz within a time window ranging from 200 to 350 ms after stimulus onset. P300 amplitudes were calculated using the peak-to-peak method as described by Rosenfeld (Rosenfeld et al., 1991; Soskins et al., 2001) and used by a number of previous studies (e.g., Rosenfeld et al., 2004; Meijer et al., 2007; Verschuere et al., 2009). In a first step, the maximal positive 100 ms segment average was determined in a time-window ranging from 300 to 800 ms. Subsequently, the maximal negative 100 ms segment between the latency of the positive peak and 1400 ms was determined. Peak-to-peak P300 amplitude was defined as the difference between these two
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**FIGURE 1** List of all stimuli that were presented during the Concealed Information Test (CIT) in the current study. Note that all faces were blurred for this illustration to prevent identification of the depicted persons.
segments. This method was shown to be superior for the detection of concealed knowledge than the traditional base-to-peak measure (Soskins et al., 2001). As the P300 is most pronounced at Pz, amplitude calculations were limited to this site.

Skin conductance was measured by a constant voltage system (0.5 V) using a bipolar recording with two Ag/AgCl electrodes (0.8 cm diameter) filled with 0.05 M NaCl electrolyte. The electrodes were attached to the thenar and hypothenar eminences of the left hand. Skin conductance was digitized at 10 Hz and stored on an IBM PC for offline analysis.

To determine the amplitude of stimulus-related SCRs, we decomposed the skin conductance tracing into tonic and phasic components using an individually fitted template of a discrete SCR for each participant (Lim et al., 1997). In a first step, the algorithm that was implemented using the statistical programming language R (http://www.r-project.org) generated a template to match the individual SCR morphology. This template was optimized by minimizing the squared difference between the measured electrodermal data and the modeled response. In a second step, this SCR template was fitted to the whole skin conductance tracing of the respective participant. Additional SCRs were added when the model fit related to its complexity increased which was quantified using the Bayesian information criterion. The procedure resulted in a set of SCRs for each electrodermal recording that best resembled the measured data. Subsequently, SCRs that were elicited by the stimuli were identified by searching for responses with an onset between 1 and 3 s after stimulus onset. The amplitudes of these responses were finally log-transformed for responses with an onset between 1 and 3 s after stimulus onset. SCR for each participant (Lim et al., 1997). In a first step, the algorithm that was implemented using the statistical programming language R (http://www.r-project.org) generated a template to match the individual SCR morphology. This template was optimized by minimizing the squared difference between the measured electrodermal data and the modeled response. In a second step, this SCR template was fitted to the whole skin conductance tracing of the respective participant. Additional SCRs were added when the model fit related to its complexity increased which was quantified using the Bayesian information criterion. The procedure resulted in a set of SCRs for each electrodermal recording that best resembled the measured data. Subsequently, SCRs that were elicited by the stimuli were identified by searching for responses with an onset between 1 and 3 s after stimulus onset. The amplitudes of these responses were finally log-transformed using the natural logarithm (Venables and Christie, 1980). To allow for a meaningful comparison of the ERPs with the electrodermal and behavioral data, we used the same trial selection as described above for these data channels.

To examine the effects of question (central vs. peripheral) and item type (probe vs. irrelevant) on the behavioral, electrodermal, and ERP data, we conducted a series of repeated measures analyses of variance (ANOVAs) on the corresponding dependent variables. Responses to target items were not included in the analyses since these items are typically not used to detect concealed knowledge (Meijer et al., 2007) and they were only included in the current study to ensure that participants are paying attention to the stimulus presentation. In addition to the factorial analyses, we also examined the interrelation between response systems. To this aim, we first computed differences between SCR, N200, and P300 amplitudes to probes and irrelevant items separately for central and peripheral details as well as for the whole test and subsequently calculated correlation coefficients between these measures.

In a second set of analyses, we tested whether the ISI affected SCR and ERP measures. To this aim, we separately averaged physiological responses for trials that were preceded by a short or a long ISI using a median split of the ISI distribution within each examinee. Ties were broken at random. The average ISIs amounted to 3236 ms (SD = 64 ms) for short ISIs and 6698 ms (SD = 104 ms) for long ones. After splitting the ISI distribution, we averaged the responses for irrelevant, probe and target details. Responses to central and peripheral questions were pooled in this analysis to have sufficient trials for ERP averaging. Finally, we conducted a series of repeated measures ANOVAs on these values using ISI (short vs. long) and item type (probe vs. irrelevant) as factors.

A rejection region of $p < 0.05$ was used for all statistical tests but effects yielding $p$-values below 0.10 are mentioned as marginally significant effects. Cohen’s $f$ (Cohen, 1988) is reported as an effect size estimate for ANOVA results.

RESULTS

POST-EXPERIMENTAL MEMORY TEST

All participants remembered both central details (recognition rate $M = 100\%$) and all but two participants additionally recognized both peripheral details ($M = 95\%$, SD = 15\%). The participants who forgot crime-related information only recognized one of two peripheral details. No statistically significant difference was observed between the memory for central and peripheral details, $t_{(19)} = 1.45$, $p = 0.16$. The whole pattern of results that is mentioned in the following does not change when confining the analyses to the 18 participants with perfect recognition of central and peripheral crime details.

BEHAVIORAL RESPONSES

The ANOVA on the proportion of correct responses yielded a significant main effect of question type, $F_{(1, 19)} = 5.81, p = 0.03, f = 0.18$, indicating that responses within the set of peripheral CIT questions were slightly more accurate (see Table 1). The main effect of item type, $F_{(1, 19)} = 2.78, p = 0.11, f = 0.23$, as well as the interaction, $F_{(1, 19)} = 2.10, p = 0.16, f = 0.13$, failed to reach statistical significance.

With respect to the response times, we observed a statistically significant main effect of item type, $F_{(1, 19)} = 29.53, p < 0.001, f = 0.37$. Responses to probes were slower than responses to irrelevant items and this effect seemed to be more pronounced for central details as indicated by a marginally significant interaction of question and item type, $F_{(1, 19)} = 4.33, p = 0.05, f = 0.09$. Moreover, response times tended to be longer for peripheral questions on average, $F_{(1, 19)} = 4.32, p = 0.05, f = 0.15$ (see Table 1).

Table 1 | Average proportion of correct responses and reaction times for central and peripheral mock crime details as a function of item type.

<table>
<thead>
<tr>
<th>Question type</th>
<th>Item type</th>
<th>Correct responses</th>
<th>Reaction time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$M$ (SD)</td>
<td>$M$ (SD)</td>
</tr>
<tr>
<td>Central</td>
<td>Irrelevant</td>
<td>99.6% (0.6%)</td>
<td>534.7 (45.7)</td>
</tr>
<tr>
<td></td>
<td>Probe</td>
<td>98.7% (2.0%)</td>
<td>592.3 (57.9)</td>
</tr>
<tr>
<td></td>
<td>Target</td>
<td>90.0% (7.4%)</td>
<td>636.2 (61.4)</td>
</tr>
<tr>
<td>Peripheral</td>
<td>Irrelevant</td>
<td>99.8% (0.5%)</td>
<td>566.7 (63.2)</td>
</tr>
<tr>
<td></td>
<td>Probe</td>
<td>99.5% (1.6%)</td>
<td>600.7 (78.6)</td>
</tr>
<tr>
<td></td>
<td>Target</td>
<td>91.0% (6.4%)</td>
<td>663.8 (78.7)</td>
</tr>
</tbody>
</table>

Note: Mean and standard deviation for the proportion of correct responses were calculated for all trials of the corresponding experiment. In contrast, for reaction times, these values were computed on the basis of all valid responses that were selected for each question and item type (see text).
Physiological Measures: Effects of Question Type

As can be seen in the grand average ERPs that are depicted in Figure 2, all items were associated with a prominent P300 at Pz that was most pronounced for targets. The ANOVA on the P300 amplitudes revealed a significant main effect of item type, \( F(1, 19) = 28.90, p < 0.001, f = 0.19 \), indicating that P300 amplitudes to probes were larger than to irrelevant items (see Figure 3A). The main effect of question type, \( F(1, 19) = 0.18, p = 0.68, f = 0.03 \), and the interaction of question and item type were not statistically significant, \( F(1, 19) = 1.09, p = 0.31, f = 0.04 \).

N200 effects were also evident in the grand average ERPs (Figure 2) but seemed to be comparable between item types. The statistical analysis of the N200 amplitudes only revealed a significant main effect of question type, \( F(1, 19) = 8.22, p < 0.01, f = 0.19 \), indicating that central details were accompanied by an enhanced N200 (see Figure 3A). Neither the main effect of item type, \( F(1, 19) = 0.12, p = 0.73, f = 0.02 \), nor the interaction of both factors reached statistical significance, \( F(1, 19) = 0.21, p = 0.65, f = 0.02 \).

The response pattern of electrodermal responses was slightly different than that of the ERP measures. The ANOVA also yielded a significant main effect of item type, \( F(1, 19) = 13.18, p < 0.01, f = 0.28 \), indicating that SCRs were larger for probes as compared to irrelevant items. However, we additionally obtained a significant interaction of question and item type, \( F(1, 19) = 9.20, p < 0.01, f = 0.08 \), demonstrating that differential SCR amplitudes were more pronounced for central CIT questions (see Figure 3A). Overall, a significant main effect of question type, \( F(1, 19) = 5.74, p = 0.03, f = 0.10 \), further indicates that SCR amplitudes were larger within the set of central CIT questions.

Correlations between SCR, N200, and P300 amplitude differences contrasting probes and irrelevant CIT items were not significant when splitting the question set into central and peripheral items (Table 2). Only when pooling responses across the whole test, moderate correlations between SCR amplitudes on the one hand and N200 as well as P300 amplitudes on the other hand emerged. Importantly, positive associations were observed which resemble the expected pattern for SCR and P300 amplitudes. However, since larger N200 amplitudes were thought to index probe recognition (Matsuda et al., 2009; Gamer and Berti, 2010), a positive correlation between SCR and N200 amplitudes was not expected.

Physiological Measures: Effects of ISI

The pattern of the SCR and the ERP responses was highly similar irrespective of whether a trial was preceded by a relatively short or long ISI (Figure 3B). The ANOVA on the P300 amplitudes yielded a significant main effect of item type, \( F(1, 19) = 21.42, p < 0.001, f = 0.18 \), indicating larger responses to probes as compared to irrelevant items. Neither the main effect of ISI, \( F(1, 19) = 0.15, p = 0.71, f = 0.01 \), nor the interaction of both factors reached statistical significance, \( F(1, 19) < 0.01, p = 0.96, f < 0.01 \).

In the ANOVA on the N200 amplitudes, we did not obtain any significant effect: Main effect of item type, \( F(1, 19) = 0.33, p = 0.57, f = 0.03 \), main effect of ISI, \( F(1, 19) = 0.64, p = 0.43, f = 0.05 \), interaction of both factors, \( F(1, 19) = 0.76, p = 0.39, f = 0.05 \).

For the electrodermal responses, the ANOVA yielded a significant main effect of item type, \( F(1, 19) = 13.66, p < 0.01, f = 0.28 \), demonstrating larger SCR amplitudes to probes than...
to irrelevant items. The main effect of ISI, $F(1, 19) = 2.31, p = 0.14, f = 0.05$, as well as the interaction of ISI and item type, $[F(1, 19) = 0.97, p = 0.34, f = 0.04]$, failed to reach statistical significance.

**DISCUSSION**

The current study aimed at examining whether depth of processing differentially affects electrodermal and ERP measures in a CIT. Although crime related details were only incidentally encoded, participants showed very high recognition rates of central and peripheral crime details in a memory test that was conducted one week after the mock crime. Since recognition memory did not differ significantly between question types, any differences in behavioral or physiological responses between central and peripheral crime details could not be attributed to differences in explicit memory.

Consistent with previous studies using a comparable CIT protocol, we observed longer response times for probes as compared to irrelevant items (Farwell and Donchin, 1991; Seymour et al., 2000; Gamer and Berti, 2010). This effect tended to be more pronounced for central details. Moreover, we obtained an overall trend for longer response times in the set of peripheral details, which might indicate that the response selection task was more difficult for this type of information. However, this effect could also result from a speed-accuracy tradeoff since response accuracy was also higher for peripheral crime details.
Electrodermal responses were significantly larger for probes than for irrelevant items but this difference was more pronounced for central mock crime details. This pattern of results replicates previous studies showing enhanced electrodermal responses to central as compared to peripheral crime details (Nahari and Ben-Shakhar, 2011; Peth et al., 2012) even in the absence of differences in explicit memory (Gamer et al., 2012). Thus, it seems that SCRs are sensitive to depth of processing.

In this study, we expanded current research by also testing whether an optimization of the experimental stimulation in terms of item sequence and ISIs (Dale, 1999) would improve the quantification of SCRs while keeping the whole duration of the experiment sufficiently short. It was recently shown that ISIs can be reduced to 10 s without reducing CIT validity (Breska et al., 2010). In the current study, the mean ISI was as short as 5 s but we still observed substantial differences in SCR amplitudes between probes and irrelevant items. Moreover, the ISI did not have a significant influence on this response pattern. Thus, SCR amplitudes were stable irrespective of whether a given stimulus was preceded by a relatively short (~3.2 s) or long (~6.7 s) ISI. Taken together, our procedure seems to be a viable method for future studies requiring short ISIs because of a simultaneous measurement of electrodermal responses and ERPs.

Consistent with previous studies, we observed larger P300 amplitudes for probes as compared to irrelevant items (Rosenfeld, 2011). Interestingly however, this effect was similar for central and peripheral crime details. Thus, in contrast to electrodermal responses, this measure might be less affected by depth of processing and seems to primarily reflect successful item recognition (Meijer et al., 2009). This result is at odds with previous studies showing enhanced P300 responses to deeply encoded episodic or autobiographical information as compared to incidentally acquired knowledge or shallowly encoded details (Ferlazzo et al., 1993; Ellwanger et al., 1996; Rosenfeld et al., 2006, 2007). However, the autobiographical information that was used in these previous studies was very salient and highly relevant to the participant. Such information might not be representative for episodic memories even when they concern deeply encoded details of high personal relevance (e.g., a weapon that was used in a murder). Importantly, the current data does not suggest that a large number of peripheral details could be included in a CIT examination without affecting the validity of P300 amplitudes for detecting concealed knowledge. Since peripheral details are usually remembered less well especially when the CIT is conducted weeks or even months after the crime, it is likely that CIT validity will drop when including such details in the examination (Gamer et al., 2010; Nahari and Ben-Shakhar, 2011; Peth et al., 2012). In the current study, there was no difference in explicit memory and only under these circumstances, P300 amplitudes seem to reflect successful recognition instead of encoding depth.

Unexpectedly, ISI did not influence P300 amplitudes in the current study, and response differences between probes and irrelevant items were stable irrespective of the preceding ISI. Previous studies showed that P300 amplitudes depend on stimulus probability, stimulus sequence structure and ISI (Polich and Bondurant, 1997; Sambeth et al., 2004). All these factors affect the target-to-target interval (TTI) and it has been demonstrated that the TTI is indeed the major determinant of P300 amplitudes (Gonsalvez et al., 1999; Gonsalvez and Polich, 2002). Moreover, it has been described that the temporal structure of events affects P300 amplitudes even when TTI is kept constant (Schwartze et al., 2011). Thus, a random ISI as used in the current study should reduce P300 amplitudes. However, we did neither observe an effect of ISI on P300 amplitudes, nor did we obtain reduced P300 responses. By contrast, the overall pattern of P300 amplitudes in the current study as well as their size were very similar to previous CIT studies using a short, fixed ISI (e.g., Rosenfeld et al., 2006, 2007; Verschuere et al., 2009). It seems possible that effects of the preceding ISI were reduced in the current study because of the use of random ISIs. Thus, even though the timing between successive stimuli was highly variable in the current study, the interval between stimuli of the same category (i.e., probe, target, irrelevant item) was relatively stable due to the random nature of the stimulus sequence. Therefore, the overall influence of our session structure and timing on P300 amplitudes might have been less pronounced as compared to previous studies using different sets of fixed ISIs to examine predictors of P300 amplitudes (e.g., Polich, 1990). Moreover, the mean ISI in the current study (4952 ms) was much longer as compared to a previous study reporting a reduction of P300 amplitudes for random as compared to isochronous sequences (900 ms, Schwarte et al., 2011). Thus, it seems possible that effects of the temporal structure of stimulation are less pronounced when using larger ISIs. Nevertheless, it would be interesting and important for future studies to examine the influence of ISI structure (random vs. fixed) and length on P300 amplitudes in the CIT in more detail.

In contrast to other studies, we did not observe differences in N200 amplitudes between crime details and irrelevant CIT items (Matsuda et al., 2009; Gamer and Berti, 2010). The N200 has previously been linked to response monitoring demands as well as to the orienting of attentional resources (for a review see Folstein and Van Petten, 2008). Thus, it was reasoned that enhanced N200 amplitudes to crime related information in the CIT might index the automatic orienting of attention toward probe items in order to facilitate a more extensive processing of such personally relevant information (Matsuda et al., 2009).

### Table 2 | Intercorrelations between the response differences of all physiological measures for central and peripheral mock crime details as well as for the whole test.

<table>
<thead>
<tr>
<th></th>
<th>N200</th>
<th>P300</th>
</tr>
</thead>
<tbody>
<tr>
<td>CENTRAL QUESTIONS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCR</td>
<td>0.35 (0.13)</td>
<td>0.33 (0.15)</td>
</tr>
<tr>
<td>N200</td>
<td>–</td>
<td>0.02 (0.92)</td>
</tr>
<tr>
<td>PERIPHERAL QUESTIONS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCR</td>
<td>0.13 (0.59)</td>
<td>0.15 (0.54)</td>
</tr>
<tr>
<td>N200</td>
<td>–</td>
<td>0.05 (0.82)</td>
</tr>
<tr>
<td>WHOLE TEST</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCR</td>
<td>0.45 (0.04)</td>
<td>0.45 (0.04)</td>
</tr>
<tr>
<td>N200</td>
<td>–</td>
<td>0.16 (0.50)</td>
</tr>
</tbody>
</table>

**Note:** Values in brackets indicate p-values derived from tests for significant differences from r = 0 (N = 20). SCR, skin conductance response.
Additionally, it was suggested that the N200 reflects enhanced response monitoring as a pre-requisite for correctly responding to probes that pop out of the stimulus stream (as targets do) but usually require a different behavioral response (Gamer and Berti, 2010). Both these circumstances also apply to the current study but we did not obtain differences in N200 amplitudes between crime related and irrelevant details. However, the present study differs from previous experiments with respect to the stimulus timing (i.e., the ISI) as well as to the stimuli that were used in the CIT: In line with recommendations for the field use of the CIT, we constructed our item set in such a way that all items were clearly separable from each other but equally plausible for an innocent examinee (Nakayama, 2002; Meijer et al., 2011). By contrast, in the study by Gamer and Berti (2010), the visual stimuli presented as probes and targets were perceptually less distinct (for instance, the jack of spades vs. the king of spades from a set of playing cards). Matsuda et al. (2009) used spoken digits that also form a more homogeneous stimulus set than the natural visual objects used in the present study. Indeed, it has been reported that N200 effects are modulated by the perceptual overlap of stimuli that require different behavioral responses (Nieuwenhuis et al., 2004): When stimuli were clearly separable, the N200 was substantially reduced. Therefore, a lack of an effect of item type in our results might be attributed to the fact that crime details and irrelevant CIT items were easily separable in the current study and presumably did not require additional processing demands. This is in line with the functional interpretation by Folstein and Van Petten (2008), supposing that the fronto-central N200 is a correlate of cognitive control, reflecting for instance attentional allocation to one (Gramann et al., 2007) or different behaviorally relevant visual dimensions (Berti and Wühr, 2012). Since we did not observe a differential N200 between crime related and irrelevant items but instead a general difference between central and peripheral CIT questions, it seems that the N200 does not mirror processing of crime related information per se but is more dependent on stimulus characteristics. In line with previous studies, ISI did not affect N200 amplitudes (Polich, 1990), but it seems that certain features of the stimulus set modulated N200 amplitudes. Since we have no further interpretation of why N200 responses were generally enhanced for central details, we propose that further investigations have to determine when enhanced N200 amplitudes to specific items can be expected in the CIT.

To sum up, the present study revealed a differential sensitivity of ERP measures and electrophysiological responses to depth of processing. We observed larger SCRs for central items along with stable P300 responses across question types. This differential sensitivity of response systems might be one reason for the small correlations between measures (Matsuda et al., 2009; Gamer and Berti, 2010) and the incremental validity that has been reported previously (Ambach et al., 2010; Matsuda et al., 2011). Thus, also from an applied perspective, it seems useful to combine different physiological measures that cover partly different psychological processes that are all involved in CIT examinations (e.g., item recognition, attentional orienting, response selection and monitoring). An important question for future research is the identification and characterization of these processes that might differentially affect autonomic (Ambach et al., 2008; Gamer et al., 2008) and central nervous system responses in the CIT (Gamer and Berti, 2010).
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“Have you ever seen this face?” – individual differences and event-related potentials during deception
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INTRODUCTION

One of the main interests in forensic psychophysiology refers to the differentiation of truthful and deceptive responses. Referring to different cognitive models on deception (e.g., Zuckerman et al., 1981; Walczyk et al., 2003), there is a considerable number of studies investigating the underlying processes of deception by means of verbal and non-verbal behavior (DePaulo et al., 2003) or behavioral parameters (Zuckerman et al., 1981). Moreover, the relevance of the P3 amplitude of the event-related potential (ERP) has been originally demonstrated for persons who recognize items on that information should be concealed (sometimes named as guilty group) vs. persons who do not recognize those items (sometimes named as innocent group) because they are unfamiliar with (Rosenfeld et al., 1988; Farwell and Donchin, 1991). These studies encouraged a growing research interest in the modulation of ERPs in deception settings and in elucidating the underlying neuro-cognitive processes of deceptive vs. truthful responses. The relevance of ERPs for the differentiation of deceptive vs. truthful responses prior to task performance. Most P300-based CITs comprise three types of stimuli: probe, target, and irrelevant stimuli. Probe stimuli are deception-relevant stimuli that are known by participants who are requested to deceive the knowledge of these stimuli in their responses. Target stimuli are known by participants and they require truthful responses. Target stimuli incorporate stimuli that participants have not seen before task performance (e.g., Meijer et al., 2009; Meixner and Rosenfeld, 2011). All deception tasks have in common that

Deception studies emphasize on the importance of event-related potentials (ERP) for a reliable differentiation of the underlying neuro-cognitive processes. The stimulus-locked parietal P3 amplitude has been shown to reflect stimulus salience but also attentional control available for stimulus processing. Known stimuli requiring truthful responses (targets) and known stimuli requiring deceptive responses (probes) were hypothesized to be more salient than unknown stimuli. Thus, a larger P3 was predicted for known truthful and deceptive stimuli than for unknown stimuli. The Medial Frontal Negativity (MFN) represents the amount of required cognitive control and was expected to be more negative to known truthful and deceptive stimuli than to unknown stimuli. Moreover, we expected higher sensitivity to injustice (SI-perpetrator) and aversiveness (Trait-BIS) to result in more intense neural processes during deception. N = 102 participants performed a deception task with three picture types: probes requiring deceptive responses, targets requiring truthful responses to known stimuli, and irrelevants being associated with truthful responses to unknown stimuli. Repeated-measures ANOVA and fixed-links modeling suggested a more positive parietal P3 and a more negative frontal MFN to deceptive vs. irrelevant stimuli. Trait-BIS and SI-perpetrator predicted an increase of the P3 and a decrease of the MFN from known to unknown stimuli. Repeated-measures ANOVA and fixed-links modeling suggested a more positive parietal P3 and a more negative frontal MFN to deceptive vs. irrelevant stimuli.

Keywords: deception, P3, MFN, individual differences, fixed-links modeling

www.frontiersin.org December 2012 | Volume 3 | Article 570 | 58
Accordingly, executive processes like attentional control and cognitive control should play an important role during deception (e.g., Gombos, 2006; Carrion et al., 2010). Although different conceptual meanings have been discussed for the P3 amplitude depending on tasks and context (Mulder, 1986; Mecklinger et al., 1992; Kok, 2001; Beauducel et al., 2006; Polich, 2007), the parietal P3 amplitude (mainly occurring between 300 and 800 ms post-stimulus) is one of the most frequently investigated ERPs in deception tasks. In some studies on P3 and deception, the P3 is regarded as an indicator of task relevance or stimulus salience leading to larger P3 amplitudes for target and probe stimuli compared to irrelevant stimuli (e.g., Ambach et al., 2010; Gamer and Berti, 2010). Moreover, deceptive responses might involve additional processes related to justification or ethical discomfort that are not relevant for target stimuli. Moreover, effects of personality on P3 amplitudes have been demonstrated in different quasi-experimental settings (Beauducel et al., 2006; Leue et al., 2009; Wacker et al., 2010). The P3 amplitude captures individual differences that have been related to stimulus salience or stimulus complexity (Stenberg, 1994; Fink and Neubauer, 2004) and cognitive resources (Beauducel et al., 2006).

In addition to P3-related processes of salience and attentional control, response-related cognitive control has been discussed as a neuro-cognitive process during deception because individuals either have to adapt their responses to deceptive information in comparison to truthful information or they have to inhibit responses in order to successfully conceal knowledge. In this respect, the response-locked Medial Frontal Negativity (MFN) has been investigated as an indicator of cognitive control (e.g., Johnson et al., 2004, 2008). The MFN has a fronto-central topography and occurs 0–70 ms post-response in deception settings (Johnson et al., 2008). In non-deception settings, the MFN (or Error Related Negativity) is more negative when actions fail to meet motivational goals (Potts et al., 2006) and following erroneous responses compared to correct responses (e.g., Luu et al., 2000). Presuming that individuals interpret deceptive responses as erroneous responses (i.e., violating social norms), deceptive responses should be more aversive than truthful responses. Therefore, the MFN should be more negative following deceptive responses than following truthful responses (cf. Dong et al., 2010a, 2011).

To the best of our knowledge, there is no P3-study relating personality traits and neural responses to deceptive vs. truthful stimuli, whereas trait-related differences of the P3 have been intensely studied in other contexts (Stenberg, 1994; Fink and Neubauer, 2004; Beauducel et al., 2006; Leue et al., 2009; Wacker et al., 2010). However, studies on cognitive control reported that personality dimensions like fairness concerns modulate the feedback-locked MFN amplitude (Boksem and De Cremer, 2010). More precisely, Boksem and De Cremer (2010) reported a more negative MFN in an ultimatum game for individuals with high compared to low scores in moral identity. A conflict based on individuals’ moral and social standards could also be induced by the instruction to conceal information. Therefore, individuals who are highly sensitive to moral and social norms should demonstrate a more negative MFN to probe compared to target and irrelevant items in a deception task. A personality dimension that might correspond to an individuals’ sensitivity to moral and social norms is the trait-dimension sensitivity to injustice (SI, Schmitt et al., 2005). Another trait-dimension that reflects personality differences of cognitive-motivational conflict processing is Trait-BIS (Carver and White, 1994). Trait-BIS refers to the activation of the behavioral inhibition system (BIS) that serves as a device for conflict detection and resolution (Gray and McNaughton, 2000; Corr, 2008). Individuals with higher Trait-BIS scores show a more pronounced BIS activation compared to lower Trait-BIS individuals. Trait-BIS has been shown to reflect aversiveness sensitivity in conflict and non-conflict situations (Leue and Beauducel, 2008). Because deception might induce conflict with one’s social and moral standards (to respond honestly) deception could be aversive especially to higher vs. lower Trait-BIS individuals. This enhanced sensitivity to aversiveness might increase the salience of probes for higher vs. lower Trait-BIS individuals. Accordingly, we investigated whether probe stimuli compared to target and irrelevant stimuli are more salient for higher vs. lower Trait-BIS individuals. If this prediction would be true, a larger P3 amplitude should be observed in higher vs. lower Trait-BIS individuals for probe stimuli compared to target and irrelevant stimuli. Probe stimuli compared to target and irrelevant stimuli might be of special salience to higher Trait-BIS individuals because lying is an aversive event, and higher Trait-BIS individuals should be more sensitive to aversive events (cf. Corr, 2008; Leue and Beauducel, 2008). Moreover, according to the above-cited literature we hypothesized a more intense cognitive control of higher Trait-BIS individuals for probe stimuli relative to target and irrelevant stimuli. This should be indicated by a more negative probe-MFN in higher Trait-BIS individuals compared to lower Trait-BIS individuals. We also aimed at probing whether individuals with a higher sensitivity to social norms (i.e., higher SI scores) and a higher sensitivity to aversiveness (i.e., Trait-BIS) show more pronounced P3 and MFN-amplitudes on deceptive stimuli compared to truthful stimuli. Altogether, the present study aimed at investigating neuro-cognitive processes of deception – namely stimulus salience or attentional control (by means of stimulus-locked P3) and cognitive control (by means of response-locked MFN) – as well as the modulation of these processes by individual differences of SI and Trait-BIS.

From a more general point of view the investigation of inter-individual differences within deception processes brings together the correlative personality research tradition with the tradition of experimental deception research. The crossbreeding of correlative and quasi-experimental research has been promoted intensely since Cronbach (1975) so that the methodological approaches for modeling individual differences within repeated-measures designs have also been improved (Raudenbush and Bryk, 2002; Muthén, 2004). For example, Raudenbush and Bryk (2002) described individual differences as random effects in the context of hierarchical linear models whereas Muthén (2004) proposed a modeling of the individual differences together with treatment effects as latent variables in the context of structural equation modeling (SEM). Both approaches have their merits, but in the present context the modeling of individual differences and treatment effects as latent variables was considered as an advantage, because latent variables are regarded as more appropriate indicators of psychological
constructs than measured variables. Thus, measurement models can be specified in SEM that allow for a separation of construct relevant common variance represented by latent variables from the specific error variance. Since this separation is only possible with SEM, this framework was regarded as most appropriate for the present study (see Materials and Methods for further specifications). Nevertheless, conventional analyses of variance (ANOVA) were also reported in order to facilitate comparisons with previous research. Altogether, the complex aim of investigating individual differences (i.e., Trait-BIS, SI) in conjunction with treatment effects in a deception task fits well to the flexibility of the SEM approach.

MATERIALS AND METHODS

Participants

A total of N = 114 students from a German University participated individually in the present study. Written informed consent has been given by all participants. Artifacts that could not be corrected by means of Independent Component Analysis (ICA; see below) resulted in an insufficient number of trials per picture type (i.e., less than 20 trials per picture type) in 12 participants so that a sample of N = 102 (48 male, age: M = 23.80 years, SD = 3.75, range: 19–37 years) participants remained for the analysis of the P3 components. Due to an increased number of muscle artifacts during response preparation, a sample of N = 91 participants (42 male) was available for the analysis of the MFN. Based on the Edinburgh Handedness Inventory (Oldfield, 1971) all included participants were right-handed. The ethical standards of this study were approved by the ethical commission of the German Research Foundation.

MEASURES

Participants filled in the German version of the BIS/BAS scales (Strobel et al., 2001). The BIS/BAS scales measure an individual’s sensitivity to aversiveness (Trait-BIS) and an individual’s sensitivity to appetitive reinforcement (Trait-BAS) with 24-items using a five-point Likert-type answer format. The Trait-BIS scale is an established personality scale in studies investigating individual differences of cognitive control (e.g., Boksem et al., 2006; Amodio et al., 2008; Lange et al., 2012; Leue et al., 2012a,b). Therefore, the Trait-BIS scale was applied to investigate individual differences of the P3 and the MFN in our deception study (Cronbach’s α: 0.80). The Sensitivity to Injustice questionnaire (Schmitt et al., 2005) measures individual differences of SI for different perspectives (perpetrator, victim, observer, and one’s favor) and consists of 40 items with a seven-point answer format (0 = not at all, 6 = strong agreement). To elucidate those individual differences of deception that might be related to justice or fairness concerns, we focused on the SI-perpetrator subscale (10 items) in our ERP analyses (Cronbach’s α: 0.87) because this subscale is related to an individual’s moral standards of feeling guilty when he/she treats others unfairly. Trait-BIS and SI-perpetrator correlated significantly, r(102) = 0.24, p < 0.05 (two-tailed).

DECEPTION TASK

The present task incorporated three types of pictures that were taken from the International Affective Picture System (IAPS, Bradley and Lang, 2007) and the task was designed in accordance with the study of Fang et al. (2003). All selected pictures showed either a face of a woman or a face of a man. Regarding “probe” pictures (number of IAPS pictures: 2190, 2516, 2214), participants were asked to conceal their knowledge by pressing on the left cursor button as required for the irrelevant pictures (see below). On “target” pictures (number of IAPS pictures: 2500, 2305, 2215), participants should indicate truthfully by a button press on the right cursor button that they knew the pictures. Finally, there was a total of 20 “irrelevant” pictures that were completely unknown to the participants. Participants were asked to indicate truthfully by pressing on the left cursor button that they did not know them (number of IAPS pictures: 2372, 2383, 2512, 2200, 2210, 2221, 2630, 2104, 2102, 2495, 2510, 2230, 2005, 2020, 2493, 2000, 2010, 2385, 2499, 2513). We chose a large number of different pictures that participants have not seen before performing the task to ensure that these irrelevant pictures would remain rather strange and, thus, of low relevance throughout the experimental task. Averaged valence and arousal values have been calculated based on the IAPS manual for probe pictures, target pictures, and irrelevant pictures. Means of the valence dimension were widely comparable for the three picture types (probe: M = 4.91, SD = 0.09; target: M = 5.40, SD = 0.77, irrelevant: M = 5.34, SD = 0.76). The same was true for means of the arousal dimension (probe: M = 3.12, SD = 0.62; target: M = 3.54, SD = 0.14; irrelevant: M = 3.48, SD = 0.37).

All task-related instructions were presented on the screen. To make the requirement of concealing knowledge more salient, participants were encouraged to give their best so that the computer program could not detect based on EEG and response data when participants concealed knowledge to the probe pictures. In accordance with Fang et al. (2003), participants received the information that if the computer program recognized deception, they would lose 15 Cent even if they pressed the correct cursor button. Otherwise they would win 5 Cent. Altogether participants performed 150 trials (50 probe, 50 irrelevant, and 50 target items) presented in a pseudo-random order with a 2-min break after 75 trials. In order to realize the traditionally applied ratio with less frequently occurring probe and target stimuli relative to irrelevant stimuli, three different probe and three different target pictures were selected, whereas 20 different irrelevant pictures were chosen. Thus, the number of three different probe, three different irrelevant pictures, and three different target pictures were presented about eight times and most of the 20 irrelevant pictures were applied once.

Each trial consisted of a fixation point that was presented in the center of the TFT screen (20") for 1000 ms followed by a picture presented for 700 ms (picture size: 6 cm × 4 cm). Participants were instructed to indicate the picture type (probe, target, or irrelevant) by pressing the left-hand site cursor for a probe or an irrelevant picture and by pressing the right-hand site cursor for a target picture as soon as they were sure of the picture type. When a picture disappeared after 700 ms, participants could respond up to a maximum of 2000 ms. During this time interval the screen remained black.
Correct responses to target pictures (i.e., pressing the right cursor button) and to irrelevant pictures (i.e., pressing the left cursor button) as well as successfully concealed knowledge to probe pictures (i.e., pressing the left cursor button) resulted in a win feedback (+5 Ct). Loss feedback (−15 Ct) occurred following each incorrect response (i.e., pressing the left cursor following a target picture and pressing the right cursor button to an irrelevant or probe picture). Moreover, following five out of 20 correct responses on probe items per block participants received a loss feedback (−15 Ct) even when they had pressed the left cursor button as required per instruction (cf. Fang et al., 2003). Participants always received a feedback that corresponded to the correctness of their responses in case of target and irrelevant pictures. Feedback to probe pictures corresponded to the correctness of their responses for 20 probe trials per block, whereas in five probe trials per block loss feedback (−15 Ct) occurred even when participants had correctly pressed the left cursor button (i.e., loss feedback was pre-defined). The sequence of a trial with a pre-defined loss feedback was as follows: participants saw a probe picture and responded to the left cursor button as they should for probes according to the instruction. Subsequently, they received a loss feedback of −15 Ct indicating that the computer program had detected that participants had concealed knowledge to the presented picture. This pre-defined loss feedback was realized in order to enhance the motivation of the participants to give their best in successfully concealing knowledge (Fang et al., 2003). The feedback was displayed for 500 ms on the screen (Figure 1). The inter-trial-interval (ITI) varied in a pseudo-random order between 1000, 1500, and 2000 ms. During ITI the screen remained black.

**PROCEDURE**

After arriving, participants gave written informed consent and were prepared for physiological recording. Participants were seated in a comfortable chair approximately 95 cm from the 20" computer TFT screen. The room was sound-attenuated and well-lit without dazzling the participants. Presentation V12.1 (Neurobehavioral Systems, Albany, NY, USA) was used to present the deception task. At the beginning of the task, participants learned the three pictures of the target category and the three pictures of the probe category for 5 min, whereas irrelevant pictures were not learned. Afterward participants performed 15 practice trials (including five probe, five irrelevant, and five target pictures). When responses to at least 12 pictures were correct, the main part of the deception task started. Otherwise the practice trials were repeated to make sure that participants were sufficiently familiar with the task. The deception task took on average 30 min (including learning and practice trials). The EEG was recorded during task performance. Each examination lasted about 1.5 h. At the end of the examination participants were thanked and paid depending on their performance (max. 15 EUR, about 20 USD).

**EEG RECORDING**

EEG recording, quantification, and analysis were conducted with reference to the guidelines for the study of human ERPs (Picton et al., 2000). The EEG was recorded using the ActiveTwo EEG system (BioSemi, Amsterdam, Netherlands) with 64 scalp active electrodes based on the extended 10/20 system (Jasper, 1958). The electrooculogram (EOG) was recorded from two horizontal electrodes placed beyond the epi canthi of both eyes and one
vertical electrode located approximately 1 cm below the right eye. As per BioSemi’s design, the ground electrode during acquisition was formed by the Common Mode Sense active electrode and the Driven Right Leg passive electrode. All bioelectric signals were digitized on a laboratory computer using ActiView software (BioSemi). The impedances were below 30 kΩ during EEG recording. The EEG was sampled at 512 Hz. Off-line analysis was performed by using EEGLab v9.0.0.2 (Delorme and Makeig, 2004) based on MATLAB 7.10.0 (The MathWorks). All data were band-pass filtered (0.3–30 Hz) and were re-referenced to averaged mastoids (cf. Soskins et al., 2004 for filter settings in P300 studies). ICA (an automated infomax decomposition) was applied to correct for ocular artifacts. Further technical and muscle artifacts were rejected when the EEG signal exceeded ±85 μV. Artifact-free epochs with instruction-conform responses were separately segmented for the three picture types (probe, target, and irrelevant). Participants included into statistical analysis of the P3 components had at least 20 artifact-free epochs of each picture type (irrelevant: M = 40.65, SD = 9.99, target: M = 39.90, SD = 9.52, probe: M = 39.39, SD = 9.97) and for the MFN (irrelevant: M = 40.75, SD = 9.89, target: M = 37.73, SD = 7.37, probe: M = 39.16, SD = 9.55). Grand averages of the picture-related ERPs (0–1000 ms, with a 100 ms pre-stimulus baseline) indicate an early P3 amplitude between 280 and 350 ms post-stimulus and a late P3 amplitude between 440 and 610 ms post-stimulus (Figure 2A) both with a parietal topography (Figures 3A,B). The MFN (with 0 ms indicating the occurrence of the response) was identified between 0 and 40 ms post-response in a time window −1100 ms pre-response to 500 ms post-response with −1100 to −1000 ms serving as an ERP-neutral baseline (Figure 2B) and demonstrated a frontal topography (Figure 3C). The ERP components of interest were quantified as baseline-to-peak amplitudes (i.e., using the most positive peak for the P3 and the most negative peak for the MFN in the respective time interval). To correct for the influence of the positive ERP that occurred prior to the MFN we subtracted the positive peak of this preceding pre-response ERP from the MFN peak for each picture type and each electrode position included into statistical analysis.

**STATISTICAL ANALYSIS**

Using SPSS 18.0, repeated-measures ANOVAs were performed for behavioral and ERP data (i.e., stimulus-locked P3 amplitude and response-locked MFN amplitude). Picture type (probe, target, and irrelevant) was applied as a repeated-measures factor in ANOVA for behavioral and ERP data. In addition, Region (i.e., frontal sites collapsed across F3, Fz, F4; central sites collapsed across C3, Cz, C4; parietal sites collapsed across P3, Pz, P4) was applied as a repeated-measures factor in the ANOVA of ERP data. Repeated-measures ANOVAs were conducted with Gender, SI-perpetrator, and Trait-BIS as between-subjects factors. Participants were split into three personality subgroups based on percentiles. Individuals with personality scores above the 66th percentile (Trait-BIS > 3.1: N = 34, SI-perpetrator > 3.9: N = 30) were classified as individuals with high scores. It is typically necessary to separately study the effect of the within-subjects factor Picture type on ERP-amplitudes with the between-subjects factors Trait-BIS and SI-perpetrator. In repeated-measures ANOVA the interactions of the within-subjects and between-subjects factors can only be calculated
FIGURE 3 | (A) Topographic maps of the early stimulus-locked P3 component (N = 102), (B) the late stimulus-locked P3 component, and (C) topographic maps of the response-locked MFN component (N = 91).
and traced back in further analyses when Trait-BIS- and SI-perpetrator-groups are formed in order to represent the between-subjects factors. Thus, the individual differences are reduced to those aspects that can be represented by the group variables. Even when we already formed three groups for each trait, this does not account for the complete variability of individual differences. In order to overcome this limitation of the repeated-measures ANOVA different methods have been proposed. For example, mixed-model ANOVA allows for a more complete representation of individual differences. However, only relative fit indices (Akaike Information Criterion, Bayesian Information Criterion) are available for mixed-model ANOVA (Liu et al., 2012), which might be regarded as a limitation of this approach. Another approach that allows for a complete representation of individual differences together with the interesting experimental effects, are ‘fixed-links’ models, which have been introduced by Schweizer (2006, 2008) on the basis of latent-growth models (Chan, 1998; Muthén and Muthén, 2010) in the context of SEM. The major characteristic that the fixed-links model shares with conventional growth models in the context of SEM is that the loadings of the latent variables are fixed according to specific hypotheses and that the variances of the latent variables are estimated. In contrast to conventional growth models based on SEM, fixed-links models allow for modeling of treatment effects that do not necessarily represent a temporal order (Schweizer, 2008). The first advantage of these models is that both the absolute fit of the models (e.g., $\chi^2$-test) and the relative fit of the models can be determined. The second advantage of the fixed-links models is that estimation methods are available that allow for parameter estimation even when there is a violation of the multivariate normal distribution in the data (Satorra and Bentler, 1994). The third advantage of fixed-links models is that, besides the modeling of experimental effects, they allow for an evaluation of the measurement models for the dependent variables, because the dependent variables can be represented by latent variables. Here, the dependent variables were the ERP-amplitudes that were represented by latent variables so that the measurement models for ERP-amplitudes were also evaluated. The fixed-links model has been successfully applied in different analyses of cognitive tasks (e.g., Miller et al., 2010). Because of the above-mentioned advantages, fixed-links models were calculated with Mplus 6.1 (Muthén and Muthén, 2010) in order to represent the complete variability of individual differences together with the treatment effects. In addition to the $\chi^2$-test, the Root Mean Square Error of Approximation (RMSEA), the Comparative Fit Index (CFI), and the standardized root mean square residual (SRMR) were reported in order to evaluate model fit.

**RESULTS**

**BEHAVIORAL DATA**

A Picture type main effect was observed for the percentage of correct responses, $F(2,176) = 35.79, p < 0.01, \epsilon = 0.77, \eta^2 = 0.29$. Simple contrasts revealed that the percentage of correct responses was significantly lower to probe compared to irrelevant pictures, $F(1,88) = 10.92, p < 0.01, \eta^2 = 0.11$, and to target compared to irrelevant pictures, $F(1,88) = 48.52, p < 0.01, \eta^2 = 0.36$. The percentage of correct responses was significantly higher to probe than to target pictures, $F(1,88) = 30.69, p < 0.01, \eta^2 = 0.26$ (Table 1).

Correct mean RT differed among Picture types, $F(2,176) = 26.30, p < 0.01, \epsilon = 0.93, \eta^2 = 0.23$. Simple contrasts revealed that RT were significantly longer for probe compared to irrelevant pictures, $F(1,88) = 19.79, p < 0.01, \eta^2 = 0.15$, and for target compared to irrelevant pictures, $F(1,88) = 58.69, p < 0.01, \eta^2 = 0.40$. RT to probe pictures were shorter than RTs to target pictures, $F(1,88) = 4.65, p < 0.05, \eta^2 = 0.05$ (Table 1). There was no main effect of Trait-BIS or SI-perpetrator and no interaction of Picture type $\times$ SI-perpetrator or Picture type $\times$ Trait-BIS for number of correct responses and RT.

**P3 AMPLITUDE**

The Region main effect of the early P3 amplitude was significant, $F(2,176) = 127.57, p < 0.01, \epsilon = 0.60, \eta^2 = 0.59$. Simple contrasts revealed a more positive P3 amplitude at parietal sites ($M = 6.03 \mu V, SE = 0.65$) compared to central electrode sites ($M = −0.95 \mu V, SE = 0.82$), $F(1,88) = 142.34, p < 0.01, \eta^2 = 0.62$, and compared to frontal sites ($M = −3.60 \mu V, SE = 0.90$), $F(1,88) = 135.96, p < 0.01, \eta^2 = 0.61$. Since the Region main effect indicated the typical parietal P3 topography, further analyses have been conducted for the early parietal P3. At parietal sites, the Picture type main effect was significant for the P3 amplitude, $F(2,176) = 47.83, p < 0.01, \epsilon = 0.90, \eta^2 = 0.35$. Simple contrasts indicated that the P3 amplitude was more positive for probe compared to irrelevant pictures, $F(1,88) = 66.55, p < 0.01, \eta^2 = 0.43$, and for target compared to irrelevant pictures, $F(1,88) = 54.10, p < 0.01, \eta^2 = 0.38$. The early P3 amplitude was also more positive for probe compared to target pictures, $F(1,88) = 5.56, p < 0.05, \eta^2 = 0.06$ (Figure 4A).

Regarding personality, there was a significant SI-perpetrator $\times$ Trait-BIS interaction for the early parietal P3 amplitude, $F(4,88) = 2.71, p < 0.05, \eta^2 = 0.11$. This interaction could be traced back to a significant SI-perpetrator main effect for individuals with medium Trait-BIS scores, $F(2,24) = 3.90, p < 0.05, \eta^2 = 0.25$ (Figure 5). Individuals with medium SI-perpetrator and medium Trait-BIS scores showed the more positive early parietal P3 amplitude ($M = 8.68 \mu V, SE = 1.31$) compared to individuals with low SI-perpetrator and medium Trait-BIS scores ($M = 4.44 \mu V, SE = 1.50$) and individuals with high SI-perpetrator and medium Trait-BIS scores ($M = 3.90 \mu V, SE = 1.31$).

### Table 1 | Descriptive statistics of the number of correct responses and mean response times depending on picture type.

<table>
<thead>
<tr>
<th>Picture type</th>
<th>Percentage correct responses</th>
<th>Response times (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$M$</td>
<td>SE</td>
</tr>
<tr>
<td>Probe</td>
<td>97.65</td>
<td>0.31</td>
</tr>
<tr>
<td>Target</td>
<td>94.72</td>
<td>0.55</td>
</tr>
<tr>
<td>Irrelevant</td>
<td>99.50</td>
<td>0.13</td>
</tr>
</tbody>
</table>

$N = 102$. In purpose of simplicity response times are presented without In-transformation in the table.
For the late P3 amplitude, a significant Region main effect was observed, $F(2,176) = 122.62$, $p < 0.01$, $\varepsilon = 0.60$, $\eta^2 = 0.58$. As for the earlier P3 amplitude, simple contrasts indicated a more positive late parietal P3 amplitude ($M = 9.80 \mu V$, SE = 0.67) compared to the central P3 amplitude ($M = 6.15 \mu V$, SE = 0.71), $F(1,88) = 71.22$, $p < 0.01$, $\eta^2 = 0.45$. Again, because of the parietal P3 topography, the Picture type main effect for the late P3 amplitude was analyzed at parietal sites, $F(2,176) = 4.31$, $p < 0.05$, $\varepsilon = 0.93$, $\eta^2 = 0.05$. Simple contrasts suggested a more positive late P3 amplitude for probe pictures ($M = 10.24 \mu V$, SD = 0.69) compared to irrelevant pictures ($M = 9.17 \mu V$, SD = 0.69), $F(1,88) = 7.17$, $p < 0.01$, $\eta^2 = 0.08$, and for target pictures ($M = 10.00 \mu V$, SD = 0.72) compared to irrelevant pictures, $F(1,88) = 3.96$, $p = 0.05$, $\eta^2 = 0.04$. In contrast to the early parietal P3 amplitude, the late P3 amplitude of probe compared to target pictures did not substantially differ, $F(1,88) < 1$, ns. Also in contrast to the early P3, the SI-perpetrator $\times$ Trait-BIS interaction was only marginally significant for the late parietal P3 amplitude, $F(4,88) = 2.32$, $p = 0.06$, $\eta^2 = 0.10$. As for the early parietal P3, individuals with medium SI-perpetrator and with medium Trait-BIS scores showed the most positive late parietal P3 amplitude, $F(2,24) = 4.24$, $p < 0.05$, $\eta^2 = 0.26$. The Pearson correlations between the early P3 amplitude and the late P3 amplitude were 0.63 at Pz, 0.69 at P3, and 0.64 at P4 ($N = 102$, all ps < 0.01, two-tailed). Thus, the parietal early and late P3 amplitudes were significantly correlated. It should also be noted that both the early P3 and the late P3 have a parietal topography so that the early P3 amplitude should probably not be regarded as a P3a or novelty P3, which is known to have a frontal topography (Kok, 2001).

MFN AMPLITUDE

The Region main effect of the MFN amplitude was significant, $F(2,154) = 12.94$, $p < 0.01$, $\varepsilon = 0.67$, $\eta^2 = 0.14$. Simple contrasts indicated a more negative MFN amplitude at frontal sites ($M = −2.52 \mu V$, SE = 0.35) compared to central sites ($M = −1.04 \mu V$, SE = 0.34), $F(1,77) = 44.45$, $p < 0.01$, $\eta^2 = 0.37$, and at parietal sites ($M = −2.00 \mu V$, SE = 0.31) compared to central sites, $F(1,77) = 14.32$, $p < 0.01$, $\eta^2 = 0.16$, but not at frontal compared to parietal sites, $F(1,77) = 1.83$, $p = 0.18$. In order to investigate variations of cognitive control, further analyses focused on the frontal MFN. The Picture type main effect of the frontal MFN amplitude was significant, $F(2,148) = 27.14$, $p < 0.01$, $\varepsilon = 0.94$, $\eta^2 = 0.27$. Simple contrasts indicated that the target-MFN was more negative than the probe-MFN, $F(1,74) = 6.02$, $p < 0.05$, $\eta^2 = 0.08$. The MFN amplitude was more negative for target pictures compared to irrelevant pictures, $F(1,74) = 41.83$, $p < 0.01$, $\eta^2 = 0.36$, and more importantly for probe compared to irrelevant pictures, $F(1,74) = 28.37$, $p < 0.01$, $\eta^2 = 0.28$ (Figure 4B). The Picture type $\times$ SI-perpetrator interaction, $F(4,148) < 1$, ns, the Picture type $\times$ Trait-BIS interaction,
F(4, 148) < 1, ns, and the Picture type × SI-perpetrator × Trait-BIS interaction, F(8, 148) = 1.39, ns, were not significant.

**FIXED-LINKS MODELING**

The first fixed-links model comprised latent variables representing the early P3 amplitudes for each Picture Type (irrelevant, target, and probe) at three relevant electrode sites (P3, Pz, and P4; see Figure 6). Residuals were allowed to correlate for electrode sites P3 and P4 indicating common variance of these electrode positions. Measurement invariance was specified by holding the means and factor loadings of the factor indicators equal across picture types. The intercept and the linear slope for the increase of the latent variables representing P3 amplitudes from irrelevant, to target, and probe pictures was calculated. The slope represents the effects of Picture type on P3 amplitudes and was predicted by Trait-BIS, SI-perpetrator, and the Trait-BIS × SI-perpetrator interaction. Since the multivariate normal distribution was not given for the variables included into the model \( \chi^2(2) = 181.42; p < 0.01 \) the robust maximum-likelihood estimation was performed and the Satorra–Bentler scaled \( \chi^2 \) statistic (Satorra and Bentler, 1994) was reported. The model fits quite well to the data \( \chi^2_{SB(54)} = 66.30; p = 0.12; \) RMSEA = 0.052; CFI = 0.99; SRMR = 0.060. Trait-BIS and SI-perpetrator were significant positive predictors of the slope of the early P3 amplitudes (see Figure 6). The positive predictions of the slope indicate that the increase of the early P3 amplitude from irrelevants over targets to probes is more substantial for individuals with higher Trait-BIS scores as well as for individuals with higher SI-perpetrator scores.

The second fixed-links model comprised latent variables representing the late P3 amplitudes for each Picture type (irrelevant, target, and probe) at three electrode sites (P3, Pz, and P4). The model was specified like the previous model so that an additional figure would have been redundant. Since the variables included deviate from the multivariate normal distribution \( \chi^2(2) = 275.75; p < 0.01 \) robust maximum-likelihood estimation was performed and the Satorra–Bentler scaled \( \chi^2_{SB} \) statistic was reported. The model fits very well to the data \( \chi^2_{SB(53)} = 61.99; p = 0.98; \) RMSEA = 0.045; CFI = 0.99; SRMR = 0.038. However, there were no effects for personality on the late P3 amplitudes.

The third fixed-links model comprised latent variables representing the MFN-amplitudes for each Picture Type (irrelevant,
target, and probe) at three relevant electrode sites (F3, Fz, F4). Residuals were allowed to correlate for electrode sites indicating common variance due to electrode positions. Measurement invariance was specified by holding the means and factor loadings of the factor indicators equal across picture types. The intercept and the linear slope for the decrease of the latent variables representing MFN-amplitudes from irrelevant, to target, and probe pictures was calculated. The slope represents the effects of Picture type on MFN-amplitudes. Again, the multivariate normal distribution was not given for the variables included into the model $\chi^2 = 218.02; p < 0.01$ so that robust maximum-likelihood estimation was performed and the Satorra–Bentler scaled $\chi^2_{SB}$ statistic was reported. The model fits well to the data $\chi^2_{SB(52)} = 61.39; p = 0.17; \text{RMSEA} = 0.046; \text{CFI} = 0.99; \text{SRMR} = 0.073$. There were significant negative path coefficients from Trait-BIS and SI-perpetrator to the MFN-slope indicating that individuals with higher Trait-BIS and SI-perpetrator scores have a more pronounced decrease of MFN-amplitudes from irrelevant, to target, and probe pictures (see Figure 7). Moreover, there is a significant positive path coefficient from the Trait-BIS $\times$ SI-perpetrator interaction to the MFN-slope indicating that individuals with both higher Trait-BIS and higher SI-perpetrator scores had a less pronounced decrease of MFN-amplitudes.

**DISCUSSION**

The present study investigated individual differences of Trait-BIS and SI-perpetrator with regard to stimulus salience, attentional control, and cognitive control in a visual deception task. Stimulus salience and attentional control were investigated by means of the stimulus-locked P3 amplitude and cognitive control was investigated by means of the response-locked MFN. The main ERP findings with strong effect sizes are: (a) According to ANOVA and fixed-links modeling, the parietal P3 amplitudes were more positive to probe and target pictures compared to irrelevant pictures. (b) Fixed-links modeling results indicated that higher Trait-BIS as well as higher SI-perpetrator scores were related to a more pronounced early P3 increase from irrelevant to target and to probe pictures. (c) The response-locked frontal MFN amplitude was more negative for probe and target compared to irrelevant pictures. (d) Fixed-links modeling demonstrated that higher Trait-BIS scores as well as higher SI-perpetrator scores predicted a more pronounced MFN decrease from irrelevant to probe pictures.

**FIGURE 7** | Fixed-links model for MFN-amplitudes across picture types ($N = 85$); i, intercept; s, slope; irr., irrelevant pictures; tar., target pictures; pro., probe pictures; significant coefficients are marked with ***(p ≤ 0.05, two-tailed) and ***(p ≤ 0.01, two-tailed). For convenience, numerical values of the completely standardized solution are only given for significant coefficients related to Trait-BIS (BIS), SI-perpetrator (SI-p), and the Trait-BIS $\times$ SI-perpetrator interaction (BIS $\times$ SI-p).
However, the Trait-BIS × SI-perpetrator interaction in the fixed-links model suggested a smaller MFN decrease from irrelevant to probe pictures for individuals with both higher Trait-BIS and higher SI-perpetrator scores. We discuss the implications of these main findings subsequently.

VARIATIONS OF STIMULUS SALIENCE AND ATTENTIONAL CONTROL

Our P3 results in a reinforcement-related deception task support findings of prior deception studies showing more pronounced parietal P3 amplitudes to probe compared to irrelevant pictures (e.g., Mertens and Allen, 2008; Ambach et al., 2010). From the perspective of the salience hypothesis (Kok, 2001), the present findings suggest that irrelevant pictures are less salient (resulting in smaller P3 amplitudes) than probe and target pictures. In this line and in accordance with prior studies longer RT were observed for probe stimuli compared to irrelevant stimuli (Walczyk et al., 2003; Dong et al., 2010b). This suggests that participants are more sensitive and subsequently more cautious in responding to probe pictures compared to irrelevant pictures supporting the salience hypothesis. Moreover, based on the attentional control approach it cannot be excluded that RT to probes were slower because more attentional and/or processing resources were needed to inhibit the primary task of responding truthfully (e.g., Johnson et al., 2003). As a new finding we could demonstrate by means of fixed-links modeling that deceiving knowledge is more salient for higher vs. lower Trait-BIS individuals and also for higher vs. lower SI-perpetrator individuals because the early P3 amplitude increased from irrelevant to probe pictures for both personality dimensions (Figure 6). Our results suggest that deceiving knowledge is more salient (resulting in a larger probe-P3) for those individuals who show an increased sensitivity to aversiveness (higher Trait-BIS) and those individuals who are more sensitive toward situations in that they treat others unfairly (higher SI-perpetrator).

VARIATIONS OF COGNITIVE CONTROL

In our study the variations of the MNF illustrate that probe compared to target and irrelevant pictures require more cognitive control. Our MNF findings correspond to prior studies in that the probe-MFN was more negative than the irrelevant-MFN (Dong et al., 2010a). Because this finding of a more negative probe-MFN compared to irrelevant-MFN parallels to MNF findings in non-deception studies illustrating a more negative MNF to erroneous compared to correct responses (Luu et al., 2000; Potts et al., 2006), one might conclude that erroneous as well as deceptive responses are more aversive and this might also contribute to an increase in cognitive control. Moreover, the decrease of the MNF from irrelevant to target and to probe pictures was more pronounced in higher vs. lower Trait-BIS individuals and in higher vs. lower SI-perpetrator individuals. This finding illustrates that individuals who have either higher Trait-BIS scores or higher SI-perpetrator scores invest more cognitive control in their responses to probe items. Since both trait-dimensions were positively correlated we presume that they share variance in aversiveness sensitivity. Therefore, we conclude with regard to the revised reinforcement sensitivity theory (Corr, 2008) that deceiving knowledge is not only more salient (see P3 findings) but also evokes a more pronounced investment of cognitive control (see MNF findings). The more pronounced MNF of higher vs. lower Trait-BIS individuals corresponds to ERN findings in non-deception studies (e.g., Boksem et al., 2006) with higher Trait-BIS individuals showing more negative ERN amplitudes. This indicates that erroneous and deceptive responses share cognitive processes that are activated in the Anterior Cingulate Cortex (cf. Johnson et al., 2004, 2008). Moreover, our MNF findings suggest that a combination of higher SI-perpetrator and higher Trait-BIS scores reduces the amount of cognitive control invested to probes. This could be due to the fact that resources for response-related control might be still occupied by moral justification in these individuals. Overall, the results indicate that salience processes (P3) as well as cognitive control processes (MNF) co-occur in a deception task.

LIMITATIONS AND FUTURE DIRECTIONS

Dipole modeling in a deception setting (cf. Johnson et al., 2008) might be promising to further investigate the functioning of the fronto-parietal network during executive control that has been described in imaging studies (e.g., Christ et al., 2009). Moreover, our data suggest that both stimulus- and response-locked ERPs are promising in order to differentiate deceptive vs. truthful knowledge. Therefore, future research could clarify whether the combination of different ERPs contributes to more correct classifications of truthful vs. deceptive knowledge in guilty compared to innocent persons. Recent findings demonstrate that enhanced emotional arousal assessed by heart rate changes from baseline to experimental task was observed after committing a mock crime in the context of a CIT. Moreover, enhanced emotional arousal reduced memory of peripheral information in the CIT (Peth et al., 2012). Since individual differences like trait-anxiety or trait-BIS have been associated with an increased arousal (e.g., Gray and McNaughton, 2000) it might be interesting to investigate individual differences of trait-anxiety or trait-BIS with our deception task under different arousal conditions. Moreover, individual differences of Trait-BIS and SI-perpetrator predicted variations of the P3 and the MNF so that both trait-dimensions appear to be promising moderators for the classification of guilty vs. innocent individuals in CIT. By using 3 different probes, 20 different irrelevants, and 3 different target pictures we realized the traditional stimulus ratio applied in prior deception studies (e.g., Meijer et al., 2007). However, since each picture type occurred with the same total frequency, it remains for further clarification whether this has an effect on the P3 and MNF findings. It remains also for replication whether aspects of stimulus salience and attentional control can be related to different P3 components.

It should be noted that the effects of personality were found for the early P3 amplitude but not for the later P3 amplitude. At this point we can only speculate on the reasons for this result. One possibility could be that the more early P3 amplitude reflects a more spontaneous and therefore a more affective aspect of stimulus processing, whereas the later P3 amplitude is related to subsequent, more cognitive processes. Finally, despite applying a 0.3 Hz high-pass filter the late P3 component does not entirely return to the baseline level 1 s after stimulus-onset (for similar observations see
At this point of research we cannot exclude whether variable ITIs or variations in sampling rate might account for this phenomenon. According to Sokkins et al. (2004) we can also not completely exclude that the negative waveform following the late P3 could be a distorted post-peak recovery of P3. Based on the present findings we draw the following conclusions: First, parietal P3 and frontal MFN are ERPs that are related to an intensification of stimulus salience and cognitive control in a deception task. P3 and MFN became more pronounced from irrelevant to target and to probe stimuli. Second, Trait-BIS and SI-perpetrator modulate the intensity of stimulus salience (early P3) and cognitive control (MFN) in a deception task, whereas behavioral parameters were not sensitive to personality differences. Third, our data encourage the simultaneous investigation of stimulus-locked and response-locked ERPs to further elucidate patterns of neuro-cognitive processes during deception.
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INTRODUCTION

THE CONCEALED INFORMATION TEST

Concealing information from an interrogator is a specific social behavior commonly performed by a culprit in order to hide his or her involvement in a criminal act. A scientific psychophysiological method to detect intentionally hidden information is the Concealed Information Test (CIT), which combines a systematic interrogation with a simultaneous measurement of several physiological data channels. The core assumption of the CIT is that a guilty subject's physiological responses are different for crime-related information compared to crime-irrelevant information (Lykken, 1959). The CIT consists of several multiple-choice questions each referring to another detail of the crime under investigation. Typically, there are four to five answer alternatives to each question but only one alternative, the “probe,” refers to the critical detail. For example, if an envelope was stolen out of an office, a typical CIT question could be “An office requisite has been stolen. Is this the stolen object?”; this question is combined with a sequence of five pictures representing the respective answer alternatives, e.g., a picture of (a) a pencil sharpener, (b) an envelope, (c) a highlighter, (d) a stapler, and (e) Scotch®Tape. In this example, the picture of the envelope (b) is the “probe” item; the other items are referred to as “irrelevant.” It is assumed that only subjects possessing crime-related knowledge (“guilty” subjects) will recognize the correct item and show a different physiological response to it. Subjects without such knowledge (“innocents”) cannot discriminate between the probe and irrelevant alternatives and therefore will not show a systematic response pattern. Numerous laboratory studies have shown that the CIT is a highly valid test for differentiating between guilty and innocent subjects (for a review see Ben-Shakhar and Elaad, 2003).

Concealed Information Test theory is heavily based on cognitive approaches, particularly the orienting response (Sokolov, 1963; Lykken, 1974). While motivational and emotional influences are thought to play a minor, only mediating role in laboratory CIT experiments, their importance might well be enhanced in field examinations (Verschuere and Ben-Shakhar, 2011). So far, the qualitative and quantitative differences in attentional, intentional, motivational, emotional, and social factors influencing the CIT in laboratory and field situations are only barely understood. CIT mechanisms that go beyond the orienting reflex merit more attention; the relation between social situation and physiological responding in the CIT still has to be elaborated.

SOCIAL ASPECTS AND THE CIT

Within the last decades, the social aspects of concealing information have played only a minor role in CIT research. As a predominant trend occurring in parallel, the participants in laboratory CIT...
experiments were mostly seated alone in an experimental chamber and the former "interrogator" was replaced by an interrogative computer interface to interact with. The availability of computerized experimental methods supported this change in CIT research. By minimizing uncontrolled social influences, particularly by the experimenter (Iacono, 2000), it became possible to standardize CIT experiments to a certain degree. Yet, in the course of this trend, the social aspects of withholding information have faded into the background, although information concealment is essentially a social action.

Earlier studies focused on the social influence on physiological responding in the CIT questioning situation (Orne, 1975; Waid and Orne, 1981; see also Iacono, 2000). Yet, neither social interactions, nor social roles, nor the presence of social stimuli were systematically varied in these studies.

The differential responses to probe vs. irrelevant items in a CIT are known to be influenced by attentional, intentional, and motivational factors: a greater motivation to remain undetected is related to greater differential responding (Gustafson and Orne, 1963; Elaad and Ben-Shakhar, 1989; Furedy and Ben-Shakhar, 1991; Ben-Shakhar and Elaad, 2003). Likewise, a demonstration of the effectiveness of the apparatusive detection procedure enhances the physiological response differences (Stern et al., 1981; Saxe, 1991), as does a lack of perceived success in deceiving (Gustafson and Orne, 1965). The same holds for a stronger intention to deceive (Furedy and Ben-Shakhar, 1991), a greater response conflict between the predominant truthful and the required deceptive answer (Furedy and Ben-Shakhar, 1991; Bradley et al., 1996), and a greater attentiveness throughout the test (countered by countermeasures; see, e.g., Elaad and Ben-Shakhar, 1991). In addition, an "active" questioning format (e.g., "Did you steal this object?") has been suggested to be more effective than a more "passive" questioning format (e.g., "Was this object in the deed room?"); "Did you see this object?"; Bradley et al., 1996; Ambach et al., 2011a; but see Gamer, 2010).

It is conceivable that several of these factors that influence differential responding in a CIT depend on the social situation in which the CIT takes place. For example, the physical presence of an interrogator might enhance the motivation to remain undetected or the fear of being detected; on the contrary, facilitating the motivation to confess is also conceivable; a combination of both might enhance response conflict. Participants might also perceive the interrogator as controlling their behavior in the CIT, which would help to focus attention on the test; on the other hand, a present interrogator might divert attention from the test. The presence of a person might also lead to a stronger emotional involvement in the situation and to a more intense conflict between disclosure and withholding information, i.e., between truthful and deceptive responding; a tendency toward withdrawal and alienation, i.e., lower emotional involvement, is thinkable as the opposite. While both directions of influence are principally conceivable, more general studies on the social influences on physiology predominantly suggest an increased involvement and enhanced physiological responding in a more "social" condition:

A general dependence of physiological responses on social aspects, particularly the presence of another person, is assumed due to the findings of earlier sociophysiological studies. Zajonc (1965) derived his social facilitation theory from studies investigating the influence of the sheer presence of another person ("audience") and the "co-action" with another person on a subject's behavior; increased arousal, "stress," and induced emotions (e.g., fear) were assumed to be important moderators of behavior and physiological correlates. Martens (1969) found palmar sweating increased when subjects learned a motor task in the presence of an audience as compared to learning the same task alone. Glass et al. (1970) found greater skin conductance levels (SCL) in participants watching an aversive film if they were accompanied by a second spectator. Apprehension about evaluation, i.e., the presence of an evaluative second person, has been shown to increase muscle tension (Chapman, 1973) as well as heart rate (HR; Hrycaiko and Hrycaiko, 1980) as indicators of arousal. Referring to the CIT, the social situation, under which the test is applied, is supposed to comprise aspects of (negative) social evaluation and enhanced negative emotions (e.g., guilt, fear), which increase stress and arousal in an individual.

If the social conditions, under which a participant is investigated in the CIT, are influencing the various physiological responses, another question immediately arises: which components of the social situation are crucial for influencing attention, intention, motivation, emotion, and the accompanying physiological responses in a CIT? Beyond the evidence that the sheer presence of a second person can influence behavior and physiology, the type of social interaction, and specific social elements in a given situation have proven important: negative social evaluation specifically increases salivary cortisol levels (Dickerson et al., 2008). Specific interaction with virtual others has been observed to lead to brain activity different to that induced by the mere presence of virtual others (Schilbach et al., 2006). Considering observable behavior, Haley and Fessler (2005) found that a picture with a pair of eyes increased generosity in an anonymous game. In a study by Sproull et al. (1996), a virtual "talking face," in contrast to a "text display," made participants more aroused and led them to present themselves in a more positive light.

In sum, specific situational components of a social interrogation (which the original CIT is) influence emotions, arousal, and motivation of a participant. Visual (i.e., seeing a face or parts of it) and auditory elements (i.e., hearing a voice) make a computer interface more human-like and can, thus, be assumed to induce behavior and physiology more similar to a real-life interpersonal interrogation. While some studies used an auditory presentation of the CIT questions, others used a text display; to our knowledge, a comparison of both has not yet been undertaken. In addition, so far no CIT studies exist employing other social stimuli like a virtual investigator's face within a virtual interrogation situation.

PERSONALITY ASPECTS IN THE CIT

Differential psychology in the context of the CIT has been studied since the very origin of the test; yet, various questions still remain open. First, physiological responding strongly differs between individuals; differences in electrodermal lability or HR variability have been shown to be associated with personality traits such as neuroticism, extraversion, and impulsivity (Coles et al., 1971; Crider and Lunn, 1971; O’Gorman, 1990). Lykken (1957) found lower
To begin with, the first experimenter explained the procedure to the subjects in the reception room of the department; informed consent was obtained from all participants. A cover story and the use of two rolled-up documents were used to make participants believe that they randomly drew one of two different instructions to perform a “special task” in the first part of the experiment, while, in fact, they all received an equivalent mock-crime instruction. The second experimenter, who (in accordance with the information given to the participants) was blind with respect to the mock-crime objects a particular participant had handled in the first part, was introduced as the person responsible for “detecting whether the subjects had stolen something in the office room or not.” Subjects were randomly assigned to either of two groups: half of the subjects (i.e., the text group; 34 valid data sets) underwent a CIT using questions presented within a text field on the screen. The other half (i.e., the social group; 35 valid data sets) underwent a CIT with questions being asked by a pre-recorded male voice presented via loudspeakers, while a male face was presented as a picture on the screen. Written CIT instructions for the text group stated that the experimenter’s aim was to find out the truth by means of “a computer program and physiological measurement,” whereas the corresponding instructions for the social group stated that the experimenter’s aim was to find out the truth by means of “a virtual investigator and physiological measurement.” After completing the CIT and a subsequent memory test, subjects filled in the Psychopathic Personality Inventory – Revised (PPI-R) before they were debriefed and released. Payment included the incentive of 3 Euros, regardless of a participant’s responding in the CIT.

**MATERIALS AND METHODS**

**SUBJECTS**

Seventy-one healthy students (33 males, 38 females; mean age 23.4 ± 3.7 years) voluntarily participated in the study. They were paid 12 Euros, with an additional incentive of 3 Euros. Data from two subjects were discarded from evaluation because of technical problems or insufficient compliance with the instructions. An ethics committee confirmed that the study met all ethical requirements.

**DESIGN AND PROCEDURE**

The experiment was divided into two parts (mock-crime in an “office room” and detection procedure in the “laboratory”), each guided by a different experimenter.

To begin with, the first experimenter explained the procedure to the subjects in the reception room of the department; informed consent was obtained from all participants. A cover story and the use of two rolled-up documents were used to make participants believe that they randomly drew one of two different instructions to perform a “special task” in the first part of the experiment, while, in fact, they all received an equivalent mock-crime instruction. The second experimenter, who (in accordance with the information given to the participants) was blind with respect to the mock-crime objects a particular participant had handled in the first part, was introduced as the person responsible for “detecting whether the subjects had stolen something in the office room or not.” Subjects were randomly assigned to either of two groups: half of the subjects (i.e., the text group; 34 valid data sets) underwent a CIT using questions presented within a text field on the screen. The other half (i.e., the social group; 35 valid data sets) underwent a CIT with questions being asked by a pre-recorded male voice presented via loudspeakers, while a male face was presented as a picture on the screen. Written CIT instructions for the text group stated that the experimenter’s aim was to find out the truth by means of “a computer program and physiological measurement,” whereas the corresponding instructions for the social group stated that the experimenter’s aim was to find out the truth by means of “a virtual investigator and physiological measurement.” After completing the CIT and a subsequent memory test, subjects filled in the Psychopathic Personality Inventory – Revised (PPI-R) before they were debriefed and released. Payment included the incentive of 3 Euros, regardless of a participant’s responding in the CIT.

**MOCK-CRIME SCENARIO**

Alone and unwatched in an office room of the institute, subjects unrolled the “task instruction” obtained from the first experimenter. They had to remove ("steal") nine objects from this room after having extensively viewed each of them. The choice of the nine objects, one from each category, was randomized and balanced across subjects. The object categories, each comprising five objects, were: key pendants, kitchen objects, boxes, office materials, overall electrodermal response amplitudes in sociopathic individuals. Later studies found personality traits such as the “level of socialization” (Waid, 1976; Waid et al., 1979; Waid and Orne, 1980, 1981) to be correlated with differential physiological responding in the CIT and the detection of deception in general.

Over the last decades, psychopathy has been a prominent personality concept in this line of research. An established assessment instrument for psychopathy, even in a standard population sample, is the Psychopathic Personality Inventory – Revised (PPI-R; Lilienfeld and Andrews, 1996; Lilienfeld and Widows, 2005; German version: Alpers and Eisenbarth, 2008). Its relation to individual differences in physiological responding to CIT items has repeatedly been studied, particularly from a forensic perspective. Accordingly, most of the research exclusively used male participants and followed the standard computer-based interrogation procedure. As summarized by Verschueren (2011), the so far reported studies investigating CIT accuracy in samples differing with respect to delinquency and psychopathy have yielded inconsistent results. While some studies (e.g., Verschueren et al., 2007) report reduced overall electrodermal responding in prison samples, others (e.g., Verschueren et al., 2005) do not; a solid correlation between psychopathy score and differential responding in the CIT cannot be regarded as confirmed. In sum, personality influences on physiological responding in the CIT need to be elucidated by further research.

In connection with the main focus of the study, we were particularly interested in a psychopathy measure, because psychopathy, repeatedly described as including an “affective, interpersonal facet” (summarized by Verschueren, 2011), can be assumed to influence social interaction and possibly its physiological correlates. Social stimuli might exert different impact in individuals with different psychopathy scores. With respect to the CIT, it is speculatively questioned whether the influence of a present person or other social stimuli might be modulated by specific personality traits such as psychopathy.

**AIM OF THE PRESENT STUDY**

1. We examined the influence of face and voice as social stimuli on the physiological responses in a CIT. In this first attempt to directly examine this influence, we did not aim at differentiating between the modality of question presentation (visual vs. auditory) and its social content. Rather, in order to maximize the effect of “text” vs. “face and voice” presentation, we employed a uniform male face in combination with a neutral but serious male voice to simulate the “virtual investigator.” In a between-subjects manipulation, two CIT variants, a “text” and a “social” condition, were compared with respect to differential physiological responding. We expected greater differential responses and higher correct-classification rates in the condition with social stimuli (as compared to the “text” condition) for all physiological measures.

2. We included the PPI-R questionnaire in order to investigate whether differential physiological responding in a CIT is mediated by psychopathic traits, i.e., whether participants with higher PPI-R sum scores show smaller differential physiological responses. An analysis of correlation coefficients between physiological response differences and the PPI-R scores was planned for this purpose. Additionally, we were interested in possible interactions between the influence of social stimuli and the psychopathy score: we expected the influence of social stimuli on differential physiological responding to decrease with heightened PPI-R scores.
cosmetics, wooden toy fruits, drink packages, playing cards, and plastic flowers.

Subjects were advised to collect all nine items in a suitcase, which they should keep closely to themselves throughout the remaining experiment. An amount of 3 Euros was hidden in one of the stolen objects (a box); later, this served as an incentive to “remain undetected.”

CONCEALED INFORMATION TEST

The “physiological investigation” took place in the laboratory with the second experimenter; recording devices were attached. The CIT consisted of nine blocks referring to the nine item categories (e.g., key pendants, cosmetics). Each block comprised one question with five answer alternatives: the probe (“stolen”) item of each category and four corresponding irrelevant items, which were all unknown to the subjects.

For the text group, the text of each question appeared on the screen five times in sequence, each time followed by a different picture of one of the five answer alternatives, which appeared below the question with a delay of 3.5 s. For the social group, the question was presented acoustically with a pre-recorded male voice via speakers; instead of a written question, the picture of “the investigator,” a uniform male face, appeared on the screen. This picture was derived from an Ekman picture in black and white; the man’s facial expression was serious and he was about 40 years old. Figure 1 shows pictures of the screen for both groups in the phase after a specific item was presented, but before the answer was given.

The first item presented for each question served as buffer item; the according trials were discarded from analysis. Preceding each block, two neutral items were presented as distractors. The according questions referred to everyday objects that had to be identified (e.g., “Is this a slide projector?”). The two questions had to be answered correctly, one with “yes” and the other with “no” (in a pseudorandomized sequence), to prevent subjects from answering automatically with “no.” Responses to these neutral questions were not evaluated. Together with the two neutral questions preceding each category, the entire procedure resulted in a total of 63 item presentations. The main run was preceded by a training run consisting of two blocks, each with five neutral items. Questions and item pictures were presented for 10 s foveally on a 19” monitor at a distance of 90 cm, followed by a blank screen for equally distributed 4.5–6.5 s intervals. Picture size was 10.6˚ by 8.0˚ of visual angle for the CIT items; the “investigator” presented in the social group was 5.6˚ by 8.0˚ in size. Four seconds after a question was asked, two indication fields containing question marks appeared on either side of the item picture; this prompted the subjects to answer. Then, answers had to be given as quickly as possible by pressing one of the two response keys and by vocally responding with “yes” or “no.” Key assignment was balanced across subjects. Following the answer, the given “yes” or “no” replaced the question marks and remained visible on the screen as long as the item question was presented.

Subjects were told to hide their knowledge about the objects that had been stolen from the administration room, i.e., to deny all knowledge about probe items. Different from the typical CIT wording, an active questioning format was chosen: questions were, e.g., “Did you steal this cosmetic product from the administration room?”

After subjects were disconnected from the leads, they underwent a memory test: all five pictures of each category were presented on the screen simultaneously, one item category after the other; subjects were asked to identify the item they had stolen within each category.

PHYSIOLOGICAL MEASURES

The physiological recordings took place in a dimly lit, electrically and acoustically shielded experimental chamber (Industrial Acoustics GmbH, Niederkrüchten, Germany). Subjects sat in an upright position so that they could comfortably see the monitor...
and reach the keyboard. Temperature in the cabin was set to 21°C at the beginning of the first run, with an increase of maximum 2°C throughout the course of the experiment.

Skin conductance, respiratory activity, electrocardiogram (ECG), and finger plethysmogram were registered. Physiological measures were A/D-converted and logged by the Physiological Data System 1410-BCS manufactured by J&J engineering (Poulsbo, WA, USA). The A/D-converting resolution was 14 bit, allowing skin conductance to be measured with a resolution of 0.01 μS. All data were sampled with 510 Hz. Triggers indicating question onsets were registered with the same sampling frequency.

For skin conductance recordings, standard Ag/AgCl electrodes (Hellige; diameter 0.8 cm), electrode paste of 0.5% saline in a neutral base (TD 246 Skin Resistance, Mansfield R&D, St. Albans, Vermont, UK), and a constant voltage of 0.5 V were used. The electrodes were fixed at thenar and hypothenar sites of the non-dominant hand. For registration of respiratory activity, two PS-2 biofeedback respiration sensor belts (KarmaMatters, Berkeley, CA, USA) with a built-in length-dependent electrical resistance were used. They were fixed at the upper thorax and the abdomen. ECG was measured with Hellige electrodes (diameter 1.3 cm) according to Einthoven II. Finger pulse signal was transmitted by an infrared system in a cuff around the middle finger of the non-dominant hand.

BEHAVIORAL MEASURES
Subjects responded verbally as well as by pressing a key. Key presses indicating "yes" or "no" answers were time-logged, synchronized with the physiological measures, and stored on the stimulus-presenting computer. Importantly, answers were delayed by 4 s in this study; after this delay, most stimulus processing and answer preparation can be assumed to be completed; in addition, it is rather easy to perform strategic manipulations by voluntarily controlling reaction speed after the delay. Therefore, behavioral data were not analyzed. CIT questions with at least one item answered incorrectly were discarded from analysis, but no such case occurred.

QUESTIONNAIRE
As the last part of the experiment, participants filled in the PPI-R. It comprises 154 items to assess the individual degree of psychopathic traits; the sum scale and (for exploratory purposes) the nine subscales were calculated from the raw data and then, in order to account for gender differences, transformed into T values (Alpers and Eisenbarth, 2008). To investigate the relationship between the psychopathy measure and physiological responsiveness in the CIT, correlation coefficients were calculated for the individual T values on each subscale and the individual standardized probe-minus-irrelevant response differences for each physiological data channel.

DATA PROCESSING
Skin conductance data from two subjects (one from the text group, one from the social group) had to be discarded from analysis because of electrodermal non-responding. Skin conductance reactions were assessed by a computerized method (see Ambach et al., 2008; Ambach et al., 2010) based on the decomposition of overlapping reactions as proposed by Lim et al. (1997). This method was chosen because, two subsequent physiological reactions occurred with a short delay (due to the delay of 4 s between question and prompt to answer). With short interstimulus intervals, conventional trough-to-peak evaluation is inadequate (Lim et al., 1999), because the first of two reactions causes a diminishing bias in the estimation of the second one. The size of this bias is determined by the size of the first reaction and by the time interval between both reactions. Decomposition aims at overcoming this problem of overlapping EDA reactions.

After optimizing model coefficients for each subject, all trials were evaluated by decomposing EDA by use of the subject’s individual model coefficients. Then, magnitudes of all EDA responses that were elicited within a time window of 0.5 to 4.5 s after item presentation were additively combined to a “first response” (EDA_1). The sum of EDA responses, which began between 4.5 and 8.5 s after item presentation, i.e., between 0.5 and 4.5 s after the subjects were prompted to answer, was calculated as “second response” (EDA_2). For the regression analysis, a combined response measure (EDA_sum) was calculated by adding both components per trial. For each time window, the decomposed responses were transformed into their equivalent in μS according to the subject’s individual electrodermal response template.

Respiratory data were low-pass filtered (10 dB at 2.8 Hz); respiration line length (RLL) was automatically computed over a time interval of 15 s after trial onset. The RLL measure integrates information about frequency and depth of respiration. The method was derived from Timm (1982) and modified by Kircher and Raskin (2003). Respiratory data from one subject (from the social group) were discarded due to a technical failure. For analysis, raw data from both respiratory channels were averaged.

Electrocardiogram data obtained from three subjects (one from the text group, two from the social group) had to be excluded from analysis because of technical failure or arrhythmia. After notch filtering at 50 Hz, R-wave peaks were automatically detected and visually controlled. The R–R intervals were transformed into HR and real-time scaled (Velden and Wölk, 1987). The HR during the last second before trial onset served as pre-stimulus baseline. The phasic heart rate (pHR) was calculated by subtracting this baseline value from each second-per-second poststimulus value. For extracting the trial-wise information of the phasic HR, the mean change in HR within 15 s after trial onset, compared to the pre-stimulus baseline, was calculated (see Velsen and Wölk, 1987).

Finger pulse waveform length (FPWL) data from five subjects (three from the text group, two from the social group) had to be discarded from analysis because of insufficient signal quality. The FPWL within the first 15 s after trial onset was calculated from the finger pulse waveform and then subjected to further analyses (Elaad and Ben-Shakhar, 2006). It comprises information about both HR and pulse amplitude.

In order to compare indicators of arousal between-groups, we additionally computed the individual averages of non-standardized SCL and HR at trial onsets. SCL and HR data were averaged over the last second before the onset of a CIT question (i.e., 3.5–4.5 s before item onset).

A within-subject standardization of measured values has been proposed by Lykken and Venables (1971). Here, according to
Table 1 | Means and standard errors of means (SEM) of raw scores for each data channel.

<table>
<thead>
<tr>
<th></th>
<th>Text group</th>
<th></th>
<th>Social group</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Probe items</td>
<td>Irrelevant items</td>
<td>Probe items</td>
<td>Irrelevant items</td>
</tr>
<tr>
<td>Mean SEM</td>
<td></td>
<td>Mean SEM</td>
<td>Mean SEM</td>
<td>Mean SEM</td>
</tr>
<tr>
<td>EDA_1 (nS)</td>
<td>304 38</td>
<td>141 16</td>
<td>270 48</td>
<td>109 14</td>
</tr>
<tr>
<td>EDA_2 (nS)</td>
<td>320 41</td>
<td>233 33</td>
<td>283 34</td>
<td>186 22</td>
</tr>
<tr>
<td>pHR (1/min)</td>
<td>−1.41 0.45</td>
<td>0.41 0.24</td>
<td>−3.39 0.37</td>
<td>−0.90 0.30</td>
</tr>
<tr>
<td>RLL (arb. units)</td>
<td>1755 127</td>
<td>2019 151</td>
<td>1720 145</td>
<td>2005 163</td>
</tr>
<tr>
<td>FPWL (arb. units)</td>
<td>181 20</td>
<td>207 22</td>
<td>163 13</td>
<td>198 15</td>
</tr>
</tbody>
</table>

Responses to probe and irrelevant items are listed separately for text and social group.
FIGURE 2 | Differential responses (z-scores) to probe vs. irrelevant items: for the text and the social group, standardized response differences are depicted for first electrodermal reaction (EDA_1), second electrodermal reaction (EDA_2), phasic heart rate (pHR), respiration line length (RLL), and finger pulse waveform length (FPWL). Error bars represent the SEM; * indicate the level of significance of the group difference (text vs. social group; “n.s.”: not significant; *p < 0.05).

FIGURE 3 | Grand means of skin conductance responses to probe and irrelevant items for the text group and the social group. After a small initial response to the appearance of the question (text or face and voice, respectively), two subsequent electrodermal responses of interest (EDA_1 and EDA_2) follow the item presentation and the prompt to answer.

EDA_1 responses were greater to probe than to irrelevant items in the text group (t_{32} = 8.60; p < 0.001; d = 1.50) as well as in the social group (t_{33} = 9.01; p < 0.001; d = 1.55). The between-groups t-test for EDA_1 response differences did not reveal greater probe-minus-irrelevant response differences in the social as compared to the text group (t_{65} = −0.40; p > 0.1).

Analogously, EDA_2 responses were greater to probe than to irrelevant items in the text group (t_{32} = 6.77; p < 0.001; d = 1.18) as well as in the social group (t_{33} = 6.37; p < 0.001; d = 1.09). The between-groups t-test for EDA_2 response differences did not reveal greater probe-minus-irrelevant response differences in the social as compared to the text group (t_{65} = −0.74; p > 0.1).
An additional ANOVA for probe vs. irrelevant response differences, which included a factor “time” distinguishing between the first and the second electrodermal response component and a factor “group” distinguishing between text and social group, was performed. This analysis did not reveal an interaction between “time” and “group” \( (p > 0.1) \), indicating similar response patterns of the two electrodermal response components. For the logistic regression analysis, both components were then additively combined in a single measure: EDA_sum. EDA_sum responses were also greater to probe than to irrelevant items in the text group \( (t_{32} = 9.59; p < 0.001; d = 1.67) \) as well as in the social group \( (t_{33} = 9.48; p < 0.001; d = 1.63) \). Probe-minus-irrelevant response differences for EDA_sum were not greater in the social as compared to the text group \( (t_{65} = -0.41; p > 0.1) \).

**Respiration**

Respiration line length values were smaller after probe than after irrelevant items in the text group \( (t_{33} = -5.93; p < 0.001; d = -1.02) \) as well as in the social group \( (t_{33} = -8.51; p < 0.001; d = -1.46) \). The between-groups \( t \)-test for RLL differences revealed greater probe-minus-irrelevant RLL differences in the social as compared to the text group \( (t_{66} = 1.82; p < 0.05; d = 0.44) \).

**Heart Rate**

Heart rate decelerations were more pronounced after probe than after irrelevant items in the text group \( (t_{32} = -3.64; p < 0.001; d = -0.63) \) as well as in the social group \( (t_{32} = -6.95; p < 0.001; d = -1.21) \). The between-groups \( t \)-test for pHR differences revealed greater probe-minus-irrelevant pHR differences in the social as compared to the text group \( (t_{64} = 1.94; p < 0.05; d = 0.48) \).

**Finger Pulse**

Finger pulse waveform length values were smaller after probe than after irrelevant items in the text group \( (t_{31} = 7.88; p < 0.001; d = -1.39) \) as well as in the social group \( (t_{31} = 11.82; p < 0.001; d = -2.09) \). The between-groups \( t \)-test for FPWL differences revealed greater probe-minus-irrelevant FPWL differences in the social as compared to the text group \( (t_{62} = 1.93; p < 0.05; d = 0.48) \).

**Tonic Measures of Arousal**

When comparing indicators of arousal between-groups, SCL appeared higher in the text group \( (5.03 \pm 2.41 \mu S) \) than in the social group \( (4.15 \pm 1.66 \mu S) \). This was contrary to the expectation and would have reached statistical significance in case of an inverted \textit{a priori} hypothesis \( (t_{69} = -1.730, p = 0.044) \). Inspection of the raw data indicated that this result was due to an initially enhanced EDA level in the text group that was preserved throughout the entire examination. HR appeared higher in the social group \( (76.02 \pm 26.11 \text{ bpm}) \) than in the text group \( (74.90 \pm 21.53 \text{ bpm}) \), but also this was not statistically significant \( (t_{69} = -0.196, p = 0.845) \).

**Receiver-Operating Characteristic**

Binary logistic regression analyses were performed to classify the subjects (half “guilty” participants, and half hypothetical “innocents”) as “guilty” or “innocent”; hence, the \textit{a priori} probability was set to 0.5. Separately for the text group and the social group, regression models were calculated with inclusion of each individual physiological measure as well as with fixed inclusion of EDA_sum, pHR, RLL, and FPWL. The classification performance was shrinkage-corrected using the hold-one-out method (which, in turn, resulted in different regression coefficients for each subject). The different rates of false-positive (classification of an “innocent” subject as “guilty”) and false-negative outcomes (classification of a “guilty” subject as “innocent”) obtained under variation of the cut-off point for decision were calculated separately for the text group and the social group.

Table 2 shows the areas under ROC and their confidence intervals for each of the single measures and the shrinkage-corrected areas under ROC for the optimal-weight combination of EDA_sum, pHR, RLL, and FPWL. (Note that for single measures the ROC values are equivalent to those obtained without a logistic regression analysis.)

Figure 4 shows the ROC curves for the text group and the social group with the optimal-weight combination of the four physiological measures after shrinkage-correction.

While no difference between-groups in test validity is apparent with EDA, the single cardiovascular and respiration measures, and also the optimal-weight combination of measures, yielded apparently greater areas under ROC for the social group than for the text group. According to the large confidence intervals however, none of these between-groups differences turned out significant in a bootstrap analysis \( (p > 0.05 \text{ for FPWL}; p > 0.1 \text{ for all other measures and for the optimal-weight combination}) \).

**Psychopathic Personality Inventory – Revised**

From the PPI-R, the individual sum scores and (for exploratory purposes, not reported) the nine subscale scores were calculated. PPI-R data from the two participants precluded from physiological analysis were treated as missing data.

For female participants \( (N = 37) \), the PPI-R sum scores of 277.65 ± 21.49 were lower than in the reference sample \( (313.33 \pm 25.45; \text{Alpers and Eisenbarth, 2008}; p < 0.001) \). For male participants \( (N = 32) \), the sum scores of 299.32 ± 27.25 were also lower than in the reference sample: 325.42 ± 24.92; \( p < 0.001) \).

Correlation coefficients between \textit{T}-transformed PPI-R sum scores and probe-minus-irrelevant response differences for each physiological data channel were calculated for the social and the text group and across groups. Correlation coefficients for EDA_sum were 0.05 across groups, \( -0.01 \) for the social and \( 0.12 \) for the text group. The according values were \( -0.09, 0.00 \), and \( -0.18 \) for pHR, \( -0.03, -0.01, \text{ and } -0.05 \text{ for FPWL, and } -0.10, -0.01, \text{ and } -0.20 \text{ for RLL, respectively. None of these correlations was statistically significant (all } p > 0.1, \text{ uncorrected), indicating that differential responding in the CIT was not found to be moderated by PPI-R sum scores in either group or across groups. An additional bootstrap analysis was performed to assess confidence intervals for the correlation coefficients in either group; none of the group differences in correlation coefficients was significant (} p > 0.1 \text{ each, uncorrected), which suggests that the enhanced differential responding found in the social group for pHR, RLL, and FPWL was not moderated by PPI-R sum scores.}
Table 2 | Area under the receiver-operating characteristic (ROC) curves and 95% confidence intervals for a differentiation of guilty vs. hypothetical innocent subjects.

<table>
<thead>
<tr>
<th>Included parameters</th>
<th>Area under the ROC curve and 95% confidence intervals</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Text group</td>
</tr>
<tr>
<td></td>
<td>Area</td>
</tr>
<tr>
<td><strong>SINGLE MEASURES:</strong></td>
<td></td>
</tr>
<tr>
<td>EDA_sum</td>
<td>0.885</td>
</tr>
<tr>
<td>pHR</td>
<td>0.742</td>
</tr>
<tr>
<td>RLL</td>
<td>0.748</td>
</tr>
<tr>
<td>FPWL</td>
<td>0.816</td>
</tr>
<tr>
<td><strong>OPTIMAL-WEIGHT COMBINATION:</strong></td>
<td></td>
</tr>
<tr>
<td>EDA_sum + pHR + RLL + FPWL</td>
<td>0.922</td>
</tr>
</tbody>
</table>

Shrinkage-corrected values are listed for an inclusion of each single physiological measure and for an optimal-weight combination of EDA_sum, pHR, RLL, and FPWL.

**DISCUSSION**

Social influences on physiological responding in the CIT are insufficiently explored. The present study compared two computer-based CIT conditions with respect to differential physiological responses: one condition used a text-based interrogation; the other included face and voice as social stimuli into the interrogation. A psychopathy questionnaire was administered in order to investigate personality influences on physiological responding and to explore a possible interaction of psychopathy with the impact of the social stimuli.

**OVERALL CIT EFFECTS**

For each physiological measure, in either of the two interrogation conditions as well as across conditions, significant response differences with large effect sizes were found between probe and irrelevant items.

Finger pulse waveform length yielded the greatest overall effect size, which is somewhat uncommon among most CIT studies. Elaad and Ben-Shakhar (2006), however, reported that detection accuracy with the FPWL was at least as good as the accuracy obtained with (…) respiration changes and skin conductance responses.” Similarly, Vandenbosch et al. (2009) found CIT accuracy with FPWL as high as with EDA and better than with RLL, pHR, and finger pulse amplitude. Given that an adequate scoring of FPWL depends on sufficient signal quality, it might well be that influences such as the surrounding temperature before the experiment or the delay between temperature customization and CIT initiation, which are commonly not reported, differently influence finger pulse amplitude (and thereby signal quality and CIT accuracy) in different studies.

The time courses of skin conductance showed two temporally distinct response components with a delay of 4 s. Both EDA components, one after stimulus presentation, the other after the prompt to answer, showed large response differences between probe and irrelevant trials, with the first component yielding the greater effect size, which is in line with earlier studies (e.g., Ambach et al., 2008).

From a “detection” perspective, each of the measures in either group was capable of significantly differentiating “guilty” from hypothetical “innocent” subjects; ROC area values are in line with other studies. With an optimized linear combination of measures, the ROC area was 0.946 across groups, which reflects an adequate overall CIT accuracy.

**TEXT CONDITION VS. FACE AND VOICE CONDITION**

In a between-subjects manipulation, two CIT conditions differed in the way the CIT questions were presented (text group: text on the screen; social group: voice via speakers plus face on the screen); depiction of CIT items was identical.

Differential responding in pHR, RLL, and FPWL, indicating cardiac, pulmonary, and vascular functioning, differed significantly between conditions, which met the a priori expectation:
differential responding to probe vs. irrelevant items was enhanced in the condition with social stimuli, as compared to the text presentation. Contrary to our expectation, differential electrodermal responses did not mirror this finding; electrodermal response differences neither differed significantly between conditions for the first nor the second component (nor for the two components combined).

The classification of “guilty” and (hypothetical) “innocent” subjects by means of an optimized linear combination of standardized measures yielded ROC area values of 0.922 in the text group and 0.971 in the social group. Although the difference in curves between conditions appears prominent visually, and although the size of the underlying group effect differed significantly between groups for three of the measures, this group difference in ROC curves was not statistically significant. The inclusion of data from “innocent” participants (be they real or hypothetical) entailed additional error variance which obscured the significant group difference observed in the dependent measures.

POSSIBLE EXPLANATIONS AND CONFOUNDS

Given the different impact the two-part experimental manipulation (combining face and voice in the social condition) exerted on the physiological measures, it can be conjectured once more (see e.g., Ambach et al., 2008, 2011b) that the responses of the individual physiological channels are not reflecting a singular psychophysiological process ongoing in the CIT (such as a unitary orienting response; see Barry, 1996, 2006). The observation that all physiological measures, except the electrodermal, were affected by the experimental manipulation suggests that processes other than orienting seem to depend on the type of CIT presentation. Earlier CIT studies, which were based on the electrodermal measure (e.g., Gustafson and Orne, 1963; Elaad and Ben-Shakhar, 1989; Furedy and Ben-Shakhar, 1991; Ben-Shakhar and Elaad, 2003), document that intentional and motivational manipulations influenced differential responding also for EDA. One might conclude that this renders intention and motivation less likely the moderators of the manipulation observed in the present study. A difference between conditions in physiological measures of arousal, which might have contributed to an explanation, remained also unproven. It is further conceivable that the different presentation types directed a participant’s attention in a different manner; a voice might more forcefully direct attention to the item presented thereafter, whereas a displayed text might allow to divert attention more easily. The longer duration of voice presentation, as compared to capturing a written text, might contribute to this. An additional, more speculative explanation, refers to experimental attempts to disentangle orienting from deceptive components in a CIT (Ambach et al., 2008; Matsuda et al., 2012). The instruction to deceptively deny specific knowledge had greater effects on cardiovascular and/or respiratory measures than on EDA. One might thus speculate that face and voice, in contrast to a visual text presentation, affect the same CIT subprocess reflected in pHR, RLL, and FPWL, namely a subprocess closely related to deceptive action. Finally, the failure of EDA to replicate the findings of the other measures might be explained by a ceiling effect; in case the electrodermal system is maximally differentially activated already with textual question presentation, then social stimuli cannot be expected to enhance differential responding. If such a ceiling effect is assumed, then a “face and voice” presentation might be particularly advantageous over a “text only” presentation when measures other than EDA are used, or when EDA, due to suboptimal test conditions, does not reach optimal detection levels (e.g., in cases of only partial crime-related knowledge of the suspects, or with the use of countermeasures).

As Bradley (2009) suggested, the orienting response can fruitfully be regarded as embedded in motivational and attentional systems active and fluctuating within an individual. Instead of debating whether the “social” manipulation in this study had an impact on orienting, motivation, attention, or emotion, it might be more groundbreaking to regard the presence or absence of social stimuli as modifying the subject’s environment in the sense that it alters the intentional, motivational, attentional, and emotional background the orienting response takes place in.

Whether it was the virtual investigator’s face or his voice presented via speakers, or the combination of both, that determined the enhancement of differential responding in the affected measures, cannot be decided from this study: following the primary aim to maximize the experimental manipulation, face and voice were planned to occur in fixed combination. A confound of the text vs. voice question presentation, meant to contrast absence vs. presence of voice as a social stimulus, with the visual vs. auditory presentation modality is obvious. This confound is inherent whenever visually presented text is compared with spoken word: speech is essentially human; therefore, spoken text is always a social stimulus (even in case of an alienated voice).

Thus, if an auditory presentation (even without face) enhanced differential responding more than a visual text presentation, the question whether this may be called a “social” effect seems subordinate to the question, by which pathways spoken text is superior to written text in the CIT.

PERSONALITY ASPECTS: PSYCHOPATHY AND THE CIT

In line with earlier studies, PPI-R scores were greater in male than in female participants. However, the overall scores (for both genders) were smaller than the normative values for the German questionnaire version (Alpers and Eisenbarth, 2008). On the other hand, Uzielbo et al. (2010) provided standard sum scores obtained from a large population sample (males: 283.00 ± 34.30, N = 419; females: 266.87 ± 32.12, N = 256). Taking these values into account (although obtained with a different translation of the PPI-R), the mean values obtained in the present study do not point toward a biased sample.

We did not find a correlation between the psychopathy sum score and differential physiological responding in any of the four measures; the results of explorative analyses with subscales are not reported due to their complexity and fruitlessness. Likewise, no interaction effect was found that would have pointed toward a different impact of the social stimuli in individuals with high or low psychopathy scores.

SUGGESTIONS FOR LABORATORY STUDIES

In follow-up research, the two parts of the experimental manipulation should be disentangled. Voice presentation of CIT questions should be compared with a visual text presentation, separately.
from investigating the influence of additional social stimuli such as a face; a follow-up study should enrich the present design by including a condition with auditory question presentation but without a depicted face.

While it should be easy to separate the influences of face from the influence of voice, it might not be that easy to separate modality effects (i.e., auditory vs. visual question presentation) due to the social character of the presentation (social: human voice; non-social: written text); this is due to the social nature of speech, per se.

Beyond the social stimuli used in the present study, the importance of particular elements of social presence and interaction should be highlighted more in CIT research. Beside the impact of isolated social stimuli (e.g., a depicted pair of eyes, or the sounds of a human voice), the importance of an investigator’s appearance, demeanor, and social acting deserves more attention. This will result in a line of research that lay idle for a couple of decades (see e.g., Waid and Orne, 1981), due to the desire to standardize experiments as far as possible. Balancing standardization of experimental conditions and the investigation of social influences on psychophysiology in the CIT, which can be standardized only to a limited extent, should be aimed at. An additional suggestion arises from the design of the present study. Instead of the between-subjects design used here, conditions differing with respect to “social content” could be compared within-subject, given that this can be implemented meaningfully.

SUGGESTIONS FOR APPLIED RESEARCH

Besides inferable clear guidelines for future laboratory studies, the observed results have implications for research on the field application of the CIT. Different CIT interrogation types, different CIT settings, as well as different experimenter roles (e.g., harshness, social support, expression) and other specific characteristics (e.g., gender, ethnicity) might have a different social impact on a person investigated in the CIT (see Iacono, 2000). Studying these influences, comparing different practical settings, and optimizing conditions with respect to test accuracy, should become a focus of CIT research again. This might resolve left open and since the early eighties of the last century neglected questions. In the same vein, advantages and shortcomings of computer-based CIT interrogations might be focused on in more detail.

As a methodological suggestion, application-oriented CIT research should include the investigation of “innocent” (unknowledgeable) participants. The binary logistic regression and ROC analyses applied in this study were done to compare detection accuracy between conditions, although this was not the primary aim of the study. Synthesizing a group of hypothetical “innocent” participants for this purpose is of limited value: due to the additional random procedures involved in supplementing data for “innocents,” statistical significance of ROC comparisons clearly remains below that of the probe vs. irrelevant effects calculated from actually collected data. Depending on the details of generating simulated data, distortions might also be entailed, e.g., by disregarding distributions or mutual correlations of physiological data (leading to overestimated ROC areas for combined measures). In future CIT studies which go beyond the “effect size” perspective and focus detection accuracy instead, unknowledgeable participants should be included.

CONCLUSION

A uniform male face presented with every question and item in a CIT, together with an auditory instead of a visual presentation of the question text, enhanced differential responding in a CIT in several physiological measures but not EDA. Taking possible confounds into account, the present study provides evidence that beyond the mere presentation of items about which knowledge has to be deceptively denied, influences of social stimuli seem to play an important role in the CIT. The social situation, in which the CIT takes place, should receive more attention in future research and application. Besides focusing on practical matters, further studies should disentangle the influence of emotional content of the social situation (e.g., friendly, controlling, antagonistic), specific elements of social interaction (e.g., personal questioning, evaluative watching, mere presence), and presentation modality.
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INTRODUCTION

Deception detection is widely used by law enforcement around the world. Although very few countries actually allow the results to be used as evidence in court, investigators frequently use lie detection as a tool of reference during investigations. Many forms of deception detection exist, but the polygraph is the most widely used method. Unfortunately, field studies have shown that polygraph testing accuracy is in the unsatisfactory range of 72–91% (National Research Council, 2003). Among the numerous reasons for the variability in accuracy, a main drawback of polygraph testing is its dependency on the level of training and experience of the polygrapher. In other words, the accuracy of a polygraph test is greatly affected by the subjective skill of the polygrapher. Also, polygraph testing in itself can cause high levels of anxiety in subjects, which can also affect the results or even lead to false-positive conclusions. It is therefore imperative that additional means of deception detection are developed, standardized, and applied as alternative methods, or at least as secondary support to the polygraph.

Deception detection using thermal imaging (a.k.a. thermography) incorporates an infrared thermal imaging camera to measure facial skin temperature as a cue to deception. Although not yet used in law enforcement, thermal image analysis for polygraph testing has already gained a US patent (Pavlidis, 2005; Patent No: US 6854879 B2), and has obtained empirical support from previous research with results suggesting that it has the potential to detect deception quite accurately (Pavlidis et al., 2002; Pollina et al., 2006; Tsiamyrtzis et al., 2007; Dowdall et al., 2009). In general, when a deceptive subject is being interrogated, they experience stress which activates the autonomic nervous system. This then activates the sympathetic nervous system, which is responsible for stress responses such as increased blood flow to the eyes to facilitate rapid eye movement in preparing the body for the fight-or-flight response (Pavlidis and Levine, 2001, 2002). This increased blood flow is detectable in the periorbital region of the face through thermal imaging. The periorbital regions are the symmetrical areas to the left and right of the bridge of the nose between the eyes. Previous deception detection studies that used thermal imaging also did so by measuring the temperature of the periorbital regions of the face. In these studies, average facial temperatures collected from the periorbital regions were higher during deceptive responses, compared to non-deceptive responses, thus acting as cues to deception.

An outstanding advantage of using thermal imaging is that it is non-invasive, in that no sensors are attached to the subject (Arora et al., 2008). While typical polygraphs require numerous contact sensors, thermal imaging has none, making it more natural and comfortable. Research in psychophysiology has shown that contact sensors (i.e., polygraph sensors) can compromise comfort, which can effect physiological measurement (Yankee, 1965),...
as well as deception detection procedures (Pavlidis and Levine, 2002). Another advantage is that raw thermal data can be saved for later analysis, in the case that a better more accurate analysis method is developed in the future (Pavlidis and Levine, 2001). In addition, thermal imaging cameras generally look like video cameras, meaning deception detection could take place without the subject even realizing it is happening, which can prevent unwanted attempts at countermeasures.

While detecting deception with thermal imaging has many advantages, it also has certain disadvantages, one of them being that it is sensitive to the environment and changes in the environment. In particular, it is sensitive to ambient temperatures and humidity levels (Hermans-Killam, 2002), as well as changes in the distance between the subject and the thermal imaging camera lens (Jones and Plassmann, 2002). Unlike measuring body temperatures to detect sick people at an airport, detecting deception must measure very small changes in skin surface temperature, and therefore such sensitivity may have a critical effect on the measurement results. Therefore, in order to control for these possible variables, the present study conducted the thermal imaging measurements in a highly controlled experimental environment.

To detect deception, whether using a polygraph or thermal imaging, a method of questioning is needed. Although in the field the Control Question Test (CQT; Reid, 1947) is the most widely used questioning technique (Meijer and Verschueren, 2010), it is criticized by researchers for its lack of theoretically based empirical evidence (Ben-Shakhar, 2008; Iacono, 2008). Unlike the CQT, the Concealed Information Test (CIT; a.k.a. Guilty Knowledge Test or GKT; Lykken, 1959) is empirically supported as a physiologically sound method of questioning (Ben-Shakhar and Furedy, 1990; Elaad, 1998; MacLaren, 2001; Ben-Shakhar and Elaad, 2003). The present study detected deception under controlled experimental conditions, and therefore utilized the CIT instead of the CQT to maintain a theoretically based experimental process of deception detection. In addition, because the second experimenter (the interviewer) was not trained in interrogation, the CIT is ideal in that it is a standardized, easily replicated procedure that does not require professional training, as does the CQT (Ben-Shakhar and Elaad, 2002).

Unlike field studies where the interviewees are suspects to actual crimes, participants in experiments are typically average citizens or students, and therefore a mock crime is needed. Guilty participants commit a crime, and innocent participants enact a similar non-criminal task, or are simply given information about the crime. To motivate participants and provide an incentive to be judged innocent, they are given a reward (e.g., monetary compensation, academic credits) upon successful deception, or punishment (e.g., monetary penalties, academic tasks) for failing to deceive. In a meta-analytic study of mock crime research, the incentive to motivate deception was a main variable that affected the outcome of deception detection (Kircher et al., 1988). Therefore, in the present study, participants in the guilty condition were told they would receive triple the original participation fee upon success, but would receive nothing if they failed, incorporating both award and punishment.

To further increase anxiety during the mock crime, guilty participants were to commit theft and eliminate evidence of their crime in a public computer lab. Innocent participants had to go to the same computer lab and send out an email, which allowed the blind experimenter to ask questions that were relevant to both groups, but only the guilty participants would possess crime-relevant information. Further details regarding the mock crime scenario are explained in the method section.

As with most physiological data, skin surface temperatures measured using thermal imaging could be thought of as functional data, and was therefore further analyzed using a functional ANOVA (Ramsay and Silverman, 2006) and a functional discriminant analysis (Ramsay and Silverman, 2006). An important property that distinguishes functional data from multivariate data is the existence of a smooth curve assumed to generate the data. Functional data assumes that an underlying function gives rise to the observed data, and that the underlying function is smooth so that adjacent data values tend to be similar to some extent and not too different from each other. In other words, adjacent data values provide overlapping information, not independent information.

A functional ANOVA is a functional extension of an ANOVA, in which the response variable is a function and predictor variables are categorical. A functional ANOVA was used to see if facial temperatures of participants were affected by guilt or innocence and/or whether they were answering crime-relevant or crime-irrelevant questions. The functional discriminant analysis is a functional version of Fisher’s linear discriminant analysis, which seeks to find components, or weighted integrations of functions that separate multiple groups of observations as much as possible. The functional discriminant analysis was used to see how well the facial temperature data was able to differentiate guilty participants from the innocent participants. Further details regarding the functional ANOVA and the functional discriminant analysis are explained in the method section and the appendix of this study.

The aim of the present study was to detect deception in participants who conducted a realistic mock crime using infrared thermal imaging and a simplified facial tracking method, along with the CIT method of questioning. The purpose of the study was to (a) detect deception using thermal imaging through a simplified method, (b) in a more controlled environment, (c) using the most realistic mock crime possible, (d) using the most optimal method of statistical analyses, and (e) replicate the results of the previous studies that have done so in the past. It was predicted that the guilty participants would be differentiable from the innocent participants, in that the guilty condition would show an increase in facial temperatures of the periorbital regions when responding to crime-relevant sub-questions compared to the irrelevant sub-questions of the CIT, while the innocent condition (IC) would show no significant difference between the two. It was also predicted that using the same thermal imaging data, a functional ANOVA would reveal similar results, supporting the initial analysis, and also that a functional discriminant analysis would be able to differentiate the guilty from the innocent participants from their facial temperatures in the periorbital regions.
METHOD

PARTICIPANTS
A total of 34 participants were recruited from an online bulletin board on a university website. The bulletin board entry stated that participants were being recruited for a psychology experiment on measuring facial temperatures using thermal imaging, and would be paid $10 for their participation. All participants read and signed a written consent form agreeing to participate in the experiment. One participant was unable to finish the experimental procedure, and the thermal imaging data from three participants was incomplete and had to be discarded. This left the data of 30 participants (17 male, 13 female), between the ages of 18 and 30 (M = 22.74, SD = 2.77), for the final data analyses.

MATERIALS

Apparatus

Thermal imaging. To record the facial temperatures of the participant’s faces during the experiment, an Infrared Thermography H2640 infrared thermal imaging camera (NEC Avio Infrared Technologies Co. Ltd., Japan) with 320 x 240 pixel resolution and heat resolution of 0.08°C (±2% accuracy) at 30 Hz mounted on an industrial strength tripod (SLIK Corporation, Japan) was used. The thermal imaging camera was placed so that the lens of the camera was 100 cm (±1 cm) from the participant’s face, which is the distance that the thermal imaging camera manufacturer suggested as the optimal recording distance for measuring human skin surface temperatures. The thermal imaging camera was connected to an Xnote P300-TP8WK laptop computer (LG Electronics, Korea). A digital thermometer/hygrometer was placed directly under the thermal imaging camera, and experiments were conducted at a constant room temperature of 21.0°C (±0.25°C) and 65% (±2%) humidity.

Webcam. To provide a CCTV security camera at the computer lab where the mock crime would be taking place, a Quick Cam® Ultra Vision SE webcam (Logitech, USA) was mounted at the front of the computer lab. The webcam was connected to a desktop computer at the desk where a confederate acting as the computer lab assistant was sitting. This webcam not only acted as a CCTV security camera which the participants conducting the mock crime had to deactivate, it also allowed the experimenters in the psychology laboratory to view what was happening in the computer lab while the mock crime was taking place.

The red wallet. A bright-red, faux leather, woman’s wallet with gold-plated trimming was used as the target object that the participants conducting the mock crime had to steal. The wallet was a three-way folding style wallet with a few credit cards, some business cards, and some monetary bills placed in it to make it look and feel as realistic as possible.

Health questionnaire
A short questionnaire was designed to ask participants whether they were sick, taking any kind of medication, had any history of thyroid problems which may affect body temperature control, or were currently visiting the hospital for any of the above reasons. This questionnaire was conducted before the experiment to screen out any possible participants who may not show “normal” physiological or temperature related responses to the experimental procedures.

Concealed Information Test
While recording the thermal imaging data, participants were asked a series of questions to detect deception. Each question begins with a main primary question, followed by a series of five secondary sub-questions containing different possible answers to the original main question. For example, a main question was “What was the item you stole from the computer lab?” and was followed by sub-questions such as “Was it a watch?” “Was it a ring?” “Was it a wallet?” According to the theories underlying the CIT, if the participant did actually steal the wallet, then he or she would have critical knowledge regarding the mock crime, which in this case would be the wallet. Thus, when a guilty participant is asked if the item stolen was a wallet, their facial temperature response to this sub-question would be different from the other sub-questions presented. Three main questions were asked, but there were only two actual questions. The first question was asked a second time after the second question to conform to the standard practice of the CIT, with the sub-questions being in a different order from the first time to eliminate any ordering effects (see Appendix section “Concealed Information Test Questioning Protocol” for the questioning protocol). The sub-questions that were not relevant to the crime are irrelevant items (IR), and the crime relevant sub-questions are relevant items (RE). After each sub-question was asked, a period of 10 s was allowed to pass before the next question was asked. This was to allow the participants’ facial temperatures to recover from any fluctuations that may have occurred from the previous question. The questioning session lasted approximately 6–8 min.

PROCEDURE
Upon arrival, participants first read and signed a written consent form, followed by the health questionnaire. The experimenter then entered the room carrying two colored envelopes and some yellow Post-it notes. The experimenter explained the experiment and what the participant would have to do (see Appendix section “Envelope Selection Explanation”). The participants then chose whether they would conduct the guilty (red) or innocent (blue) mission. The experiment was purposefully designed this way to increase the level of involvement the participants would feel. Considering most crimes are committed by choice, and not by force, it was expected that this method would produce a more realistic response during deception detection. Participants were informed that if they successfully accomplished the red mission, they would receive a reward three times the amount of the original $10 participation fee of $30, but if they failed they would receive nothing. Here, success meant stealing the wallet and eliminating the evidence without being discovered or questioned by anyone, and not being detected of deception by the second experimenter (interrogator). They were also informed that if they successfully accomplished the blue mission, they would receive a $10 participation fee. Here, success meant sending an email at the computer lab, leaving a message to the computer lab assistant, and not
being accused of deception by the second experimenter. Although the participants were informed that failing the missions would result in receiving nothing, all participants were to receive a small token of appreciation of $5 for participating in the experiment, regardless of the outcome.

The participants selected an envelope, read the instruction sheet inside, and were also given a small Post-it note to write down whatever information they thought was important in completing the mission. The Post-it notes were small and did not have enough space to copy all the mission information verbatim. This forced participants to summarize the information in their own words. It was expected that this process would further increase personal involvement in the mock crime, leading to a feeling of having planned certain aspects of the mission themselves, or a feeling of having taken part in the plotting of the crime. The mission documents contained the following instructions:

**Blue mission:**

1. Go to the Computer Lab located on the 5th floor of this building.
2. Sit at any seat and send an email to kekipark@hotmail.com.
3. In the body of the email, write your name, age, and mobile phone number.
4. When the Computer Lab Assistant leaves his seat, go to his computer and leave a note using the Notepad program on his computer saying “Hello, I used one of the computers. Thank you.”
5. Return to the Psychology Laboratory.

**Red mission:**

1. Go to the Computer Lab located on the 5th floor of this building.
2. Locate the girl sitting in the 3rd row from the front of the room, and the 4th seat from the windows.
3. When the girl leaves her seat, go to her seat and steal a red wallet from her bag.
4. When the Computer Lab Assistant leaves his seat, go to his computer and shutdown the webcam program that is running on the desktop. This will automatically delete the video file being saved.
5. Return to the Psychology Laboratory.

After participants finished writing their notes, they were given detailed explanations on how to get to the computer lab. They were then told to go to the computer lab, execute the mission, and immediately return as soon as they were done.

Upon returning, participants were asked if they had successfully completed their mission, and guilty participants were asked for the wallet. The participants were then taken to a temperature and humidity controlled measurement room where the thermal imaging camera was set up. A second experimenter blind to the participants’ mission selection informed the participants that although she was aware that a crime had taken place in the computer lab, she had no knowledge of who the perpetrator was. She then explained that she would ask a series of questions in an attempt to figure out whether the participant committed the crime or not.

Before questioning, participants relaxed for 2 min to adjust to the room. Afterwards, the first experimenter came into the room to adjust the thermal imaging camera to record a 1 min baseline reading. The participants were told that the camera was a video camera, and that the interview would be recorded and later analyzed, so to remain as motionless as possible during questioning, and to maintain eye-contact with the camera until the questioning ended. The second experimenter was seated facing the participant at a right angle and was outside the field of view of the participant. As questioning began, the first experimenter began recording the thermal data from outside the room with a laptop computer connected to the thermal imaging camera. The entire experiment lasted approximately 45 min to 1 h, including the questionnaires, explanation and task selection, the mock crime, and the questioning session. When finished, participants were thanked, debriefed, and asked not to disclose any information regarding the experiment until the end of the experiment period, to prevent contaminating future participants.

**EXPERIMENTAL DESIGN**

There were two experimental conditions in this study: 18 participants in the Guilty Condition (GC) which selected the red envelope and committed a mock crime, and 12 participants in the IC which selected the blue envelope and acted as the control condition. Therefore, in order to differentiate which participants were in the GC and which were in the IC, the average of the maximum temperature values in the periorbital region while responding to the RE questions were compared to the values while responding to the IR questions. Although the first primary question was asked twice, and the second primary question asked once, each repetition of the first primary question was treated as an individual primary question in the analysis. Therefore, there were a total of three primary questions in the analysis. The mean temperature values of the RE and the IR items for each condition were compared using a paired-samples t-test. A significant increase in mean temperature value for the responses to the RE compared to the IR sub-questions would signal that the participant possessed concealed knowledge regarding the mock crime.

**DATA COLLECTION AND ANALYSES**

*Initial analysis*:

The thermal image data used to analyze the facial temperature readings were collected from the periorbital region of the face. This is the area between the eye and the bridge of the nose on either side of the nose. As shown in Figure 1, an area of interest (AOI) was designated to cover the periorbital regions, but not the actual eye itself. An AOI is an area designated by the user of the thermal imaging software from which maximum or minimum temperatures are collected and analyzed. AOIs are designated in order to avoid including areas of the face which are always the hottest regions regardless of the situation, such as the eye sockets and the inside of the mouth. The maximum temperature point within the AOI was recorded during each frame of recording (30 frames per second). The mean temperature value corresponding to each response was the average of the maximum temperature point during the 10 s of response time given after each sub-question was asked. The 10 s of response time...
started at the end of the last word of each sub-question. When an AOI is selected, the thermal imaging software automatically tracks this designated region of the face and follows it when the participant moves their face. However, to increase tracking accuracy, a small metallic sticker was placed above the bridge of the nose which in thermal imaging appears as a black dot relative to the skin (see Figure 1). Therefore, when the AOI was set to follow the black dot, tracking was extremely accurate as long as the participants did not tilt their head from side to side at an angle or turn their head to the left or right. None of the participants tilted or turned their heads during measurement. The point of maximum temperature was always measured from within the designated AOI.

To compare mean facial temperature values between conditions, independent-samples t-tests were conducted, and to compare between RE and IR sub-questions, paired-samples t-tests were conducted, all using SPSS 17.0 for Windows.

Functional ANOVA and functional discriminant analysis
Facial temperatures were measured for a duration of 10 s beginning after each question was posed by the experimenter. Therefore, the data consisted of 450 time series, or functions (30 participants × 15 questions), measured over 300 time points (10 s × 30 Hz), and three participants were eliminated from the analysis due to severe noise in their signals. Due to the limitation of computational power, the number of time points needed to be reduced to conduct the functional ANOVA, and therefore one of every five time points was used so that the number of time points per question was decreased to 60 (10 s × 6 Hz). A total of 450 functions measured over 60 time points were analyzed. Figures 2A,B display the raw data of one guilty subject (subject 1) measured while answering three relevant questions and 12 irrelevant questions, respectively. Similarly, Figures 2C,D show the raw data of one innocent subject (subject 3) measured while answering three relevant questions and 12 irrelevant questions, respectively. Before any analyses were conducted, the original functions were smoothed by the roughness penalty smoothing method with $\lambda = 10$ (see Appendix section “Smoothing: Roughness Penalty Smoothing Method” for more details on smoothing and Appendix section “Functional ANOVA” for details on the functional ANOVA). Figure 3 displays the smoothed data corresponding to the raw data shown in Figure 2.

The functional discriminant analysis estimates a weight function, instead of a vector of weight, which separates multiple groups of functions as much as possible (see Appendix section “Fisher’s Linear Discriminant Analysis” for the technical details of the Fisher’s linear discriminant analysis and Appendix section “Functional Discriminant Analysis” for details on the functional discriminant analysis applied). The data used in the functional discriminant analysis consisted of 450 time series, or functions, (30 participants × 15 questions) measured over 300 time points (10 s × 30 Hz). The data measured for RE questions and IR questions was analyzed separately.

**RESULTS**

**HEALTH QUESTIONNAIRE**
No participant reported any medical problems in the Health Questionnaire.

**BASELINE FACIAL TEMPERATURES**
An independent-samples t-test revealed no significant differences in baseline facial temperature readings between the GC ($M = 35.83$, $SD = 0.59$), and the IC ($M = 36.03$, $SD = 0.78$), $t(28) = −0.78$, $p = 0.44$. There were also no significant differences between male and female participants, or between their ages. These results show that there was no significant facial temperature difference between the participants in the GC and the IC before the experiment began.

**FACIAL TEMPERATURE CHANGE VALUES**
The thermal imaging camera measured temperatures at 30 frames per second. For each sub-question asked, temperature values of the hottest point within the AOI were recorded for a period of 10 s starting at the moment the experimenter ended her question. These temperature values were averaged, resulting in a mean facial temperature value for the RE items and the IR items for each participant. To obtain a facial temperature change value (FTCV) for the RE and IR items, baseline facial temperatures was subtracted from the mean temperature values.

Before performing paired-samples t-tests as described in the following sections, the normality assumption was tested which should be satisfied for a paired-samples t-test to be conducted. First, scatter plots, Q-Q plots, and boxplots of the FTCV scores of the four conditions (GC-RE, GC-IR, IC-RE, and IC-IR) were examined, and are presented in Figures 4, 5, and 6. As shown in Figures 5 and 6, the FTCV scores of subject 31 of the GC for both the RE and IR questions seemed to be deviated from normal distributions. Therefore, the Shapiro-Wilk test was performed to statistically test the null hypothesis that the FTCV scores in each of the four conditions came from a normal distribution. Results of the Shapiro-Wilk tests were not significant [for GC-RE, $W_{(18)} = 0.94$, $p = 0.33$; for GC-IR, $W_{(18)} = 0.94$, $p = 0.30$; for IC-RE, $W_{(18)} = 0.94$, $p = 0.30$].
FIGURE 2 | The raw facial temperature data of one guilty subject (subject 1) answering (A) 3 relevant questions and (B) 12 irrelevant questions, and those of one innocent subject (subject 3) answering (C) 3 relevant questions and (D) 12 irrelevant questions, in which each line indicates the facial temperature for each question.

FIGURE 3 | The smoothed facial temperature data under $\lambda = 10$ of one guilty subject (subject 1) answering (A) 3 relevant questions and (B) 12 irrelevant questions, and those of one innocent subject (subject 3) answering (C) 3 relevant questions and (D) 12 irrelevant questions, in which each line indicates the facial temperature for each question.
FIGURE 4: Scatter plots of the distributions of the facial temperature change values of the (A) Guilty Condition responding to relevant sub-questions (X-axis) and irrelevant sub-questions (Y-axis), and (B) Innocent Condition responding to relevant sub-questions (X-axis) and irrelevant sub-questions (Y-axis). The facial temperature change value in degrees Celsius (°C).

FIGURE 5: Normal Q-Q plots of the four conditions. (A) Guilty Condition responding to relevant sub-questions, (B) Guilty Condition responding to irrelevant sub-questions, (C) Innocent Condition responding to relevant sub-questions, and (D) Innocent Condition responding to irrelevant sub-questions.
W_{(12)} = 0.96, p = 0.84; for IC-IR W_{(12)} = 0.96, p = 0.82], indicating that the normality assumption was not violated in any of the four conditions.

**GUILTY CONDITION**

A directional paired t-test for the GC revealed a significant difference between the FTCVs for the RE questions (M = 0.40, SD = 0.62) and the IR questions (M = 0.37, SD = 0.61), t(12) = 1.91, p < 0.05. However, when utilizing the Bonferroni correction to control for an experimentwise error rate, the results were no longer significant and only showed a trend (p < 0.10) toward temperature responses to the crime relevant sub-questions being higher than the temperature responses to the crime irrelevant sub-questions.

**INNOCENT CONDITION**

A directional paired-samples t-test for the IC revealed no significant difference between the FTCVs for the RE questions (M = −0.17, SD = 0.59) and the IR questions (M = −0.17, SD = 0.59), t(11) = −0.04, p > 0.05 As expected, there were no differences in the temperature responses to crime relevant and irrelevant sub-questions.

The above results show that there was no significant difference in FTCV values between RE and IR responses in the IC, yet there was a noticeable trend in the values between RE and IR responses in the GC. These analyses were conducted using t-tests which analyze the data by comparing mean values. However, the data of the present study are time-based values, and a comparison of means may have been a meticulous enough approach. Important information may have been lost or overlooked during the process of averaging out this chronological data. Mean values summarize the data measured over continuous time points as mingle measures, and it may not, in this case, have been enough to consider only mean values to capture all of the characteristics that reflect a group difference. Therefore, a functional ANOVA, which uses all of the values measured in its analysis, was utilized to evaluate all of the existing data in its entirety in greater detail, as well as prevent any loss of information that may have occurred from a simple mean comparison.

**FUNCTIONAL ANOVA AND FUNCTIONAL DISCRIMINANT ANALYSIS**

The researchers who conducted the additional analyses did not participate in the actual experiment, and were only provided with the raw thermal data. This eliminated any researcher biases that may have affected the results.

The functional ANOVA examined the main effect of condition (GC/IC), the main effect of relevance (RE/IR), and the interaction effect of condition and relevance. Figure 7A presents the mean facial temperature over the 10 s for the four different conditions. From top to bottom, the four lines indicate GC-RE, IC-IR, IC-RE, and GC-IR. We can see that guilty participants manifested higher facial temperature for RE questions than IR questions. Figure 7B shows the significant main effect of condition, which indicates that guilty participants manifested lower facial temperatures when answering IR questions compared to RE questions over the 10 s by around 0.55°C. Figure 7C presents the significant main effect of relevance, which indicates that innocent participants manifested lower facial temperatures when answering RE questions compared to IR questions over the 10 s by around 0.33°C. Figure 7D shows that the interaction effect of condition and relevance was significant, which indicates that the facial temperature of guilty participants answering RE questions was significantly higher than what could be predicted from the sum of the two main effects by 0.9°C. This suggests that facial temperature is affected by the interaction between condition (GC/IC) and relevance (RE/IR), meaning that guilty participants showed higher facial temperature when answering RE questions than IR questions whereas innocent participants did not.

The functional discriminant analysis analyzed 90 functions (30 participants × 3 relevant questions) for the RE questions based on a weight function estimated with penalty parameter ρ = 10 determined by the leave-one-out cross-validation. Before the analysis, each function was baseline corrected by subtracting the corresponding baseline temperature. The 90 functions
were classified into two groups based on the weight function, and 98.89% (89 out of 90) were correctly classified (misclassification rate = 1.11%). This result indicates that facial temperatures measured while answering a RE question can be used to differentiate whether a participant is in the GC or IC.

For IR questions, 360 functions (30 participants × 12 irrelevant questions) were analyzed based on a weight function estimated with penalty parameter $\rho = 10^6$ which was also determined by the leave-one-out cross-validation. Again, before the analysis, each function was baseline corrected. When the 360 functions were classified into two groups based on this weight function, 68.89% (248 out of 360) were correctly classified (misclassification rate = 31.11%) which is only slightly higher than chance. This result indicates that facial temperatures measured for IR questions does not effectively discriminate guilty and innocent participants.

**DISCUSSION**

The present study utilized infrared thermal imaging with the CIT to detect the deception of participants who committed a mock crime. However, because there are certain limitations in using thermal imaging in the field, such as environmental factors and participant movement, the present study aimed to overcome these limitations by conducting a laboratory based experiment that would control for such variables. In accordance to conducting a lab based study, the present study further utilized deception detection techniques that were best suited for research purposes. One of which was to use the CIT method of questioning, which is based on empirical evidence, and the other being a highly realistic mock crime scenario. In addition, a new and simple means of tracking the facial movement of the participants during thermal image measurement to minimize temperature variances due to head movement was also developed.

Results revealed that the average maximum skin surface temperatures recorded in the periorbital regions of the guilty participants were, as expected, significantly higher while responding to RE items compared to IR items. In contrast, and also as expected, there were no significant temperature differences between the RE and IR items measured from the innocent participants. These results are in line with the previous results of studies which used thermal imaging to detect deception (Pavlidis et al., 2002; Pollina et al., 2006; Tsiamyrtzis et al., 2007; Dowdall et al., 2009). However, the facial tracking process necessary to accurately measure facial skin temperatures used in the present study was drastically simplified in comparison to those used in previous research. Instead of relying on high-tech computer programming, a more analogue method of tracking was developed and was successfully applied.

The results of this study support past research that the CIT is indeed an effective method of questioning for deception detection, assuming the appropriate circumstances apply, which in this case was that the interviewer possessed information regarding evidence that only the guilty participants knew, and the
innocent participants did not. The CIT was conducted with no pre-interview or any other type of interviewee preparation, other than informing the subject that they would be asked a few questions regarding a crime that had been committed. This allowed for an extremely short questioning session, the interviewer needed no information about the participant to conduct the session, no pre-interview or rapport building was necessary, and the interviewer needed no special training to conduct the questioning session. Therefore, when applicable, the CIT seems to be a much more efficient means of questioning than the CQT.

The mock crime used in the present study was also highly effective at making the participants feel as if they were actually committing a crime. How the participants felt during the mock crime was not systematically measured, yet it was clear to the experimenter that most of the participants were highly anxious about conducting the mock crime, as well as receiving the deception detection procedure. Examples of this were, but not limited to, participants’ hands shaking when they returned from conducting the mock crime, participants not being able to steal the wallet and returning empty handed (but eventually going through with it), and in one extreme case the participant gave up and decided not to participate in the study after attempting the mock crime. The combination of the public location, having to dig through a stranger’s bag for a wallet, and having to eliminate evidence at the computer lab assistant’s computer seemed to have provided enough immersiveness to make the participants believe they were actually doing something illegal.

In addition to the initial statistical analyses, additional analyses were conducted to further examine the results which revealed only a trend toward the predictions of the present study. As predicted, and in line with the trend found in the initial analyses, the additional analyses conducted using a functional ANOVA were able to show that facial temperatures in the periorbital regions of guilty participants were significantly higher while responding to RE questions compared to IR questions, but not in the innocent participants. This result not only supports the results of previous studies, but also increased the ecological validity of the experiment by displaying consistent results even when analyzed through different statistical methods by researchers who did not participate in the experiment itself. A functional discriminant analysis was also able to discriminate between the guilty and innocent participants at a classification rate of 98.89%. This result provides support for the potential that thermal imaging has in detecting deception, or at the very least supplementing existing methods of deception detection to increase their accuracy.

Certain limitations applied to the present study. First, the thermal imaging camera used was not the highest resolution camera available. There are other thermal imaging cameras currently available with greater resolution, which may produce more accurate measurements. Second, the participants were given a choice to choose between the GC and IC in order make the mock crime scenario more immersive. Although there were no significant differences in age, gender, health, or baseline temperatures between the two conditions, it is possible that other dissimilarities may have had an effect on the results, such as personality differences or intelligence. Had such information been measured prior to the condition selection procedure, it could have provided valuable information as to which participants chose the guilty condition and how they may have differed from the participants in the IC. Third, although the thermal imaging procedure was non-invasive compared to all the sensors of a polygraph, due to the fact that the participants were told not to move and maintain eye-contact with the camera during the questioning session, and that they had to have a small metallic sticker placed on their forehead, the procedure was not totally free of constraints. To overcome this limitation, the development of an advanced tracking method will be necessary. Such a tracking method would allow for a more realistic study where the participants would be able to move freely during measurement. A more sophisticated tracking method could also prevent any changes in ratio between the AOI and the size of the participants’ thermal image moving back and forth in relation to the thermal imaging camera. Fourth, the study was conducted during the middle of summer, which may have led to less emphasized temperature differences between the innocent and guilty participants. In other words, the entire sample’s baseline temperatures may have been higher than normal, leading to smaller increases in temperatures for the deceptive participants’ facial temperature responses. Fifth, the number of participants in the study was relatively small. Even though the number was sufficient to conduct the statistical analyses without technical issues, future research should increase the number of participants to further increase the reliability of the results. Sixth, the participants were allowed to choose whether they wanted to engage in a mock-crime involving monetary risk, or a relatively risk-free task. The present study was conducted this way to further immerse the guilty participants into feeling as if they were really involved in the crime. Although the participants were random university students, allowing them to choose their own task forced the study to sacrifice a certain amount of control afforded by random allocation. However, in reality, most criminals decide for themselves whether they should or should not commit criminal behavior, and therefore this freedom of choice may have increased ecological validity. A final limitation is that the present study used the value of the hottest single pixel of each frame from within the AOI for the analyses and from a statistical point of view this is not a very robust approach.

The results of the present study have demonstrated three main findings. First, it has provided support for previous studies that have utilized thermal imaging to detect deception, but in an experimental environment further controlling for temperature, humidity, and unnecessary body movement, in a much more simple and effective manner. Second, it has provided support for previous studies that claim the CIT is a more efficient questioning method requiring little to no training. Finally, a mock crime was designed that seems highly effective at providing a realistic crime experience, without placing anyone involved at risk or danger.

In conclusion, the present study has shown that using thermal imaging to detect deception has realistic and applicable potential to be utilized in modern day law enforcement. However, standardization of the equipment, methodology, and data analysis techniques are necessary before any kind of field application can be expected. Future research on deception detection using thermal imaging should place emphasis on three areas. First, developing a more advanced facial tracking method. Second, a
simpler way of analyzing the thermal data collected, to make
detecting faster and more accurate, yet easier to apply to real-
world circumstances. Third, conducting research using the most
high-resolution thermal imaging equipment. This may produce
not only more accurate results, but even allow for the discovery
of previously unknown physiological changes in facial skin tem-
peratures or facial temperature changing regions that can also act
as cues during deception detection. Finally, taking a more robust
approach in the statistical analyses of the maximum temperature
values by analyzing not one pixel, but an area of pixels from the
thermal images.
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APPENDIX

ENVELOPE SELECTION EXPLANATION

“This experiment involves you conducting a mission. There are two different missions you will be choosing from. Both missions will be conducted at the same location. It is a public place with people who are not involved with the experiment. There may only be a small number of people, or quite a few.

In my hands are two different envelopes. The blue envelope contains a legal mission and the red envelope contains an illegal mission. If you choose the blue mission, you will simply do what the mission says, and as long as you correctly do what the mission states, you will receive $10. However, if you choose the red mission, you will only receive a reward if you successfully complete the two the stages of the mission.

To complete the first stage, you will have to complete the stated illegal act without anyone else knowing other than myself. If anyone else discovers that you are committing an illegal act, you automatically fail the mission. After successfully completing the mission, you will be questioned while having your bio-signals measured.

To complete the second stage of the mission, you must fool the questioner into thinking you did not commit any illegal acts, without being detected. This means that you must not only convince the questioner, but you must also trick the bio-signal measurement equipment as well. So, if you successfully complete both stages of the red mission, you will be rewarded $10 for participating in the experiment, as well as a bonus reward of $20, for a total of $30. However, if you fail either stage of the red mission, you will receive nothing, and go home empty handed.

If you have any questions for me, please feel free to ask. If not, select an envelope now.”

SMOOTHING: ROUGHNESS PENALTY SMOOTHING METHOD

Let $y_t$ denote the value of facial temperature at time $t$. In functional data analysis, the observed temperature $y_t$, is regarded as a realization of an underlying continuous smooth temperature function $x$, rather than merely as a sequence of discrete observations. More specifically, we assume the following model,

$$y_t = x(t) + \epsilon(t)$$

(A1)

where $x(t)$ is the value of the underlying smooth function evaluated at time $t$ and $\epsilon(t)$ is a perturbation at time $t$ that causes the observed data $y_t$ to look rough. The first step of functional data analysis is to estimate the smooth function $x$, which requires a smoothing method to convert the observed values $y_t$ to a function $x$ with values $x(t)$ computable for any desired time point $t$.

Smoothing methods based on so-called basis expansion procedures represent a function $x$ as a weighted sum of well-known basis functions $\phi_k$,

$$x(t) = \sum_{k=1}^{K} c_k \phi_k(t),$$

(A2)

where $K$ is the number of basis functions and $c_k$ is the coefficient for the $k$th basis function. By estimating the coefficients $c_k$, we can represent a complicated-looking function as a linear combination of well-known basis functions, which aids further analysis. In particular, it is convenient to estimate derivatives of a function expressed by a basis expansion because the first derivative of $x$, $Dx$, can be expressed as

$$Dx(s) = \sum_{k=1}^{K} c_k D\phi_k(s),$$

(A3)

where $D\phi_k(s)$ is the first derivative of basis function $\phi_k$ at time $s$. More generally, the derivative of order $m$ of function $x$ at time $s$ will be given as

$$D^m x(s) = \sum_{k=1}^{K} c_k D^m \phi_k(s),$$

(A4)

where $D^m$ denotes the derivative of order $m$. This property will be useful in estimating the coefficients $c_k$, which will be clear soon.

There are many popular bases that are widely used in practice. Most functional data analyses are known to involve either a Fourier basis for periodic data or a B-spline basis for non-periodic data (Ramsay and Silverman, 2006). We used the B-spline basis (de Boor, 2001) for smoothing the data because facial temperature can be considered non-periodic.

The remaining problem is how to estimate the coefficients $c_k$. We applied a penalized least-squares method that is considered more powerful and versatile than other methods such as least-squares smoothing, kernel smoothing, and local polynomial fitting approaches (Ramsay and Silverman, 2006). The objective function of the penalized least-squares method is given as the following.

$$L = \sum_{t=1}^{T} \left[ y_t - \sum_{k=1}^{K} c_k \phi_k(t) \right]^2 + \lambda \int [D^2 x(s)]^2 ds$$

(A5)

Basically, the coefficients are obtained by minimizing the sum of squared differences between observed values $y_t$ and function values $x$ as shown in (A6), the first term of the objective function.

$$\sum_{t=1}^{T} \left[ y_t - \sum_{k=1}^{K} c_k \phi_k(t) \right]^2$$

(A6)

The role of the second term in the objective function is to control the roughness of the function $x$. The squared second derivative $[D^2 x(s)]^2$ of function $x$ at time $s$ is called its curvature at $s$, since a straight line, which has no curvature, will have a zero second derivative. Therefore, a function’s roughness measured across all time points $s$ is the integrated squared second derivative as given in (A7).

$$\int [D^2 x(s)]^2 ds$$

(A7)

By applying (4) this roughness can be rewritten as

$$\int \left[ \sum_{k=1}^{K} c_k D^2 \phi_k(s) \right]^2 ds$$

(A8)

which shows that the basis expansion is useful in estimating coefficients $c_k$; it expresses the roughness as a linear combination of the second derivative of well-known basis functions.
By minimizing the objective function (A5), we wish to obtain two conflicting goals in curve estimation: model fit and generalizability. By minimizing (A6), we want to obtain the estimated curve with a good fit to the data in terms of minimizing the residual sum of squares. On the other hand, by minimizing (A7), we do not want the fit to be too good as to be excessively wiggly and overfit the data. The balance between these two conflicting goals in the objective function can be controlled by the smoothing parameter $\lambda$. As $\lambda$ gets bigger, the objective function will place more emphasis on the smoothness and less on fitting the data. Therefore, as $\lambda$ approaches infinity, the estimated curve will approach the standard linear regression which has $\int [D^2 x(s)]^2 ds = 0$. In contrast, as $\lambda$ becomes smaller, less penalty is placed on the curvature, and as $\lambda$ approaches zero, the estimated curve approaches an interpolant to the data, which passes exactly through all the given data points. There exist several methods to choose the smoothing parameter and we applied the generalized cross-validation (GCV) method proposed by Craven and Wahba (1979). The basic idea under GCV is to compute a measure of mean squared error over a range of values of $\lambda$ and choose the value that gives its minimum. In this analysis, we tried 11 different values of $\lambda$ ($\log_{10} \lambda = -5, -4, -3, -2, -1, 0, 1, 2, 3, 4, 5$) and obtained $\lambda = 10^1$ as the optimal value.

**FUNCTIONAL ANOVA**

After obtaining a smooth function $x$, we can perform a functional ANOVA. The form of the functional ANOVA model for analyzing our data can be given as

$$\text{Temp}_i(t) = \mu(t) + \alpha(t) + \beta(t) + \gamma(t) + \delta_i(t) + e_i(t)$$  \hspace{1cm} (A9)

where, $\text{Temp}_i(t)$ is the facial temperature for participant $i$ evaluated at time $t$, $\mu(t)$ is the mean facial temperature of innocent participants answering irrelevant questions evaluated at time $t$, $\alpha(t)$ is the main effect of group (i.e., the difference between the mean face temperature of innocent participants and that of guilty participants when they are answering irrelevant questions), $\beta(t)$ is the main effect of relevance (i.e., the difference between the mean face temperature of innocent participants answering irrelevant questions and that of innocent participants answering relevant questions), $\gamma(t)$ is the interaction between group and relevance (i.e., the difference between the mean face temperature of guilty participants answering irrelevant questions and that of guilty participants answering relevant questions), $\delta_i(t)$ is the participant specific effect, and $e_i(t)$ is a residual function.

With this model, we want to test whether there is a significant effect of being in the guilty group, being in the relevant condition, and/or simultaneously being in the guilty group and relevant condition, on facial temperatures measured over time. In order to estimate parameters (or functions), we need to construct a matrix $Z$ where $N$ is the total number of functions ($N = 150, 30$ participants $\times 15$ questions). The rows corresponding to the participants in group 1 (innocent) and condition 1 (irrelevant) will have $[1 0 0 0]$, the rows corresponding to the participants group 2 (guilty) and condition 1 (irrelevant) will have $[1 1 0 0]$, the rows corresponding to the participants in group 2 (guilty) and condition 2 (relevant) will have $[1 1 0 1]$, and the rows corresponding to the participants in group 2 (guilty) and condition 2 (relevant) will have $[1 1 1 1]$ in the first four columns. In the next 18 columns, subject $k$ in group 1 (guilty) will have a row vector whose $k$th element is one and all the other elements are zero. In the next 12 columns, subject $k$ in group 2 (innocent) will have a row vector whose $k$th element is one and all the other elements are zero. Then the model (A9) has the equivalent formulation as shown in (A10),

$$x(t) = Z\beta(t) + e(t)$$  \hspace{1cm} (A10)

where $x(t)$ is $N$ by 1 vector of facial temperature, $\beta(t) = [\mu(t), \alpha(t), \beta(t), \gamma(t), \delta_1(t), \ldots, \delta_n(t)]'$, and $e(t)$ is $N$ by 1 vector of residuals. In order to deal with linear dependency in the columns of the design matrix, we need to augment the rows of the design matrix to enforce the sum of the participant specific effects in each group to be zero.

The regression coefficients $\beta(t)$, are the parameters that we want to estimate and they can be estimated by minimizing the following objective function.

$$L_\beta = \int \left( [x(s) - Z\beta(s)]^2 [x(s) - Z\beta(s)] \right) ds$$

$$+ \lambda_\beta \int \left( [D^2 \beta(s)]^2 [D^2 \beta(s)] \right) ds$$  \hspace{1cm} (A11)

This objective function has the same structure as the objective function (A5) of the penalized least-squares smoothing. Basically, the regression coefficients are obtained by minimizing sum of squared differences between the function value $x(s)$ and the predicted value $Z\beta(s)$ over all possible values of $s$, i.e., minimizing (A12), the first term of the objective function.

$$\int \left( [x(s) - Z\beta(s)]^2 [x(s) - Z\beta(s)] \right) ds$$  \hspace{1cm} (A12)

The second term of the objective function is introduced to control the roughness of the regression coefficient function $\beta$. The inner product of the second derivative of $\beta(s)$, $[D^2 \beta(s)]^2 [D^2 \beta(s)]$, is defined as the curvature of the function $\beta$ at time $s$. Therefore, the function’s roughness measured across all argument values $s$ is the integrated curvature as given in (A13).

$$\int \left( [D^2 \beta(s)]^2 [D^2 \beta(s)] \right) ds$$  \hspace{1cm} (A13)

As $\beta$ can be considered a smooth function, we used a basis expansion method to represent $\beta$. Let $B$ denote a $2 \times K_B$ matrix of coefficients, where $K_B$ is the number of basis functions, and $\theta(s)$ denote a $K_B$ by 1 vector of basis functions at time $s$. We used the B-spline basis for smoothing the function of regression coefficients. The regression coefficients can now be represented as (A14) by the basis expansion.

$$\beta(s) = B\theta(s)$$  \hspace{1cm} (A14)
Therefore, the objective function (A11) can be rewritten as (A15) and estimating regression coefficients $\hat{J}$ is equivalent to estimating the coefficients of the basis expansion $B$.

$$I_\hat{J} = \int \{(x(s) - Z\theta(s))^T[x(s) - Z\theta(s)]\}ds$$

$$+ \lambda_{\hat{J}} \int \{(B^T\theta(s))^T[B^T\theta(s)]\}ds$$

(A15)

The coefficient $B$, can be estimated by minimizing $L_{\hat{J}}$ with respect to $B$, which is given as $\text{vec}(B) = (I_{\theta\theta} \otimes (Z^T Z) + R \otimes \lambda_{\hat{J}}I)^{-1} \text{vec}(Z^T Cl_{\theta\theta})$, where $\text{vec}(B)$ is an operator that stacks the columns of the matrix $B$ in one column vector, $\otimes$ is the Kronecker product, $C$ is the matrix of coefficients in (A2), $I_{\theta\theta} = \int \theta(s)\theta(s)'ds$, $I_{\theta\theta} = \int \phi(s)\phi(s)'ds$, and $R = \int D^2\theta(s) D^2\theta(s)'ds$.

The smoothing parameter $\lambda_{\hat{J}}$ again plays a role to control the level of the roughness of the estimated function of $\theta(s)$. As $\lambda_{\hat{J}}$ gets bigger, the estimated curve of $\theta(s)$ will be smoother. In order to choose the value of $\lambda_{\hat{J}}$, we applied a cross-validation method proposed by Ramsay et al. (2009). The basic idea of this method is to compute the cross validated integrated squared error over a range of values of $\lambda_{\hat{J}}$ and choose the value that gives its minimum. In this analysis, we tried 13 different values of $\lambda_{\hat{J}}$ ($\log_{10} \lambda_{\hat{J}} = 0, 1, 2, 3, 4, 5, 6, 7, 8, 9$) and obtained $\lambda_{\hat{J}} = 10^6$ as the optimal value.

**FISHER’S LINEAR DISCRIMINANT ANALYSIS**

The purpose of Fisher’s linear discriminant analysis is to seek components (or linear combinations) of measured variables that are efficient for discrimination. Suppose that we have a set of $N$ observations (or objects) of $p$ dimensions denoted by $x_1, \ldots, x_n$, which consists of $C$ subsets, $N_1$ in the subset $S_1$, $N_2$ in the subset $S_2$, ..., $N_C$ in the subset $S_C$. If we form a linear combination of the $p$ variables in $x_i$, it can be represented by

$$y_i = w'x_i$$

(A1)

where $w$ indicates a weight vector of order $p$ and $y_i$ indicates the constructed component of observation $i$. If the norm of $w$ is one, constructing a component by $w'x_i$ is equivalent to projecting $x_i$ onto a line in the direction of $w$ geometrically. We want to find the best direction $w$ that separates $C$ subsets as much as possible. The measure of the separation between the projected data $y$ can be measured by the variance of the means of the $C$ subsets. If $\bar{y}$ is the grand mean of $y_i$ given by

$$\bar{y} = \frac{1}{N} \sum_{i=1}^{C} \sum_{y_i \in S_i} y_i$$

(A2)

then the grand mean for the corresponding projected data is given by

$$y = \frac{1}{N} \sum_{i=1}^{C} y_i = \frac{1}{N} \sum_{i=1}^{C} w'x_i = w'\bar{x}$$

(A3)

which is the projected grand mean. Likewise, if $\bar{x}_c$ is the sample mean of $x$ in subset $c$ given by

$$\bar{x}_c = \frac{1}{N_c} \sum_{x_i \in S_c} x_i$$

(A4) then the sample mean for the corresponding $y$’s in subset $c$ is given by

$$\bar{y}_c = \frac{1}{N_c} \sum_{y_i \in S_c} y_i = \frac{1}{N_c} \sum_{x_i \in S_c} w'x_i = w'\bar{x}_c$$

(A5)

which is the projected subset mean. The variation among the projected means can be calculated by

$$S_{\hat{y}} = \sum_{c=1}^{C} N_c \left( \bar{y}_c - \bar{y} \right)^2$$

$$S_{\hat{y}W} = \sum_{c=1}^{C} N_c \left( \bar{y}_c - \bar{y} \right) \left( x_c - \bar{x}_c \right)' w$$

where $S_{\hat{y}} = \sum_{c=1}^{C} N_c \left( \bar{y}_c - \bar{y} \right) \left( x_c - \bar{x}_c \right)' \bar{y}_c - \bar{y} \left( x_c - \bar{x}_c \right)' w$. We can make this variation as large as we wish by multiplying a constant to $w$. To obtain good separation, this variance should be large relative to the variation within each subset, which can be measured by

$$S_{\hat{y}W} = \sum_{c=1}^{C} N_c \left( \bar{y}_c - \bar{y} \right) \left( x_c - \bar{x}_c \right)' \bar{y}_c - \bar{y} \left( x_c - \bar{x}_c \right)' w$$

(A7)

where $S_{\hat{y}W} = \sum_{c=1}^{C} \sum_{x_i \in S_c} (x_i - \bar{x}_c)(x_i - \bar{x}_c)'$. Fisher’s linear discriminant analysis seeks to find $w$ that maximizes the following objective function

$$J(w) = \frac{S_{\hat{y}}}{S_{\hat{y}W}} = \frac{w'S_{\hat{y}}w}{w'S_{\hat{y}W}w}$$

(A8)
Maximizing (A8) with respect to \( \mathbf{w} \) is equivalent to maximizing \( \mathbf{w}' \mathbf{S}_B \mathbf{w} \) subject to the constraint, \( \mathbf{w}' \mathbf{S}_W \mathbf{w} = 1 \), which can be obtained by maximizing the following objective function with respect to \( \mathbf{w} \) and a Lagrange multiplier \( \lambda \).

\[
J(\mathbf{w}, \lambda) = \mathbf{w}' \mathbf{S}_B \mathbf{w} - \lambda (\mathbf{w}' \mathbf{S}_W \mathbf{w} - 1). \tag{A9}
\]

Taking a derivative of (A9) with respect to \( \mathbf{w} \) and setting it to zero yields

\[
\mathbf{S}_B \mathbf{w} = \lambda \mathbf{S}_W \mathbf{w} \tag{A10}
\]

which is a generalized eigenvalue problem. Taking a derivative of (A9) with respect to \( \lambda \) and setting it to zero yields the constraint

\[
\mathbf{w}' \mathbf{S}_W \mathbf{w} = 1. \tag{A11}
\]

If we premultiply (A10) by \( \mathbf{w} \) on both sides, we can obtain the value of \( \lambda \).

\[
\lambda = \frac{\mathbf{w}' \mathbf{S}_B \mathbf{w}}{\mathbf{w}' \mathbf{S}_W \mathbf{w}} = \mathbf{w}' \mathbf{S}_B \mathbf{w} \tag{A12}
\]

which is the maximum variance among the projected means. Therefore, the eigenvalue of the eigen-equation (A10) indicates the maximum variance among the projected means that can be achieved and the eigenvector indicates the direction, or weight, that maximally separates \( C \) subgroups.

If one dimension is not enough to separate \( C \) subgroups, we can consider more eigenvalue-eigenvector pairs that can be obtained by solving the generalized eigenvalue problem given by (A10). If there are \( C \) subgroups, \( C - 1 \) eigenvalue-eigenvector pairs are usually used to separate \( C \) subgroups. This is equivalent to constructing \( C - 1 \) linear combinations of variables given by

\[
y_i = \mathbf{W} \mathbf{x}_i \tag{A13}
\]

where \( \mathbf{W} = [\mathbf{w}_1, \ldots, \mathbf{w}_{C-1}]' \) and \( \mathbf{y} \) is the vector of \( C - 1 \) components.

After obtaining \( \mathbf{W} \), we can allocate a new observation \( \mathbf{x}^{\text{new}} \) into one of \( C \) subgroups in the following way. First, we calculate \( \mathbf{y}^{\text{new}} = \mathbf{W} \mathbf{x}^{\text{new}} \) and calculate the distance between \( \mathbf{y}^{\text{new}} \) and the projected mean of each subgroup given by

\[
\text{dist}_c = (\mathbf{y}^{\text{new}} - \bar{y}_c)' \left( \mathbf{y}^{\text{new}} - \bar{y}_c \right) = (\mathbf{W} \mathbf{x}^{\text{new}} - \mathbf{W} \bar{x}_c)' \left( \mathbf{W} \mathbf{x}^{\text{new}} - \mathbf{W} \bar{x}_c \right) = (\mathbf{x}^{\text{new}} - \bar{x}_c)' \mathbf{W}' \mathbf{W} (\mathbf{x}^{\text{new}} - \bar{x}_c). \tag{A14}
\]

Then the new observation is allocated to the subgroup that yields the smallest distance value.

**FUNCTIONAL DISCRIMINANT ANALYSIS**

Fisher’s linear discriminant analysis can be readily extended to functional data. Suppose we have a set of \( N \) functions measured at \( T \) time points, denoted by \( \mathbf{x}_i(t) \), where \( i = 1, \ldots, N \) and \( t = 1, \ldots, T \), and those \( N \) observations belong to \( C \) subsets with \( N_1 \) in the subset \( S_1 \), \( N_2 \) in the subset \( S_2 \), \ldots, \( N_C \) in the subset \( S_C \). Fisher’s linear discriminant analysis aims to find linear combinations of variables that separate \( C \) subsets as much as possible. For functional data, finding a linear combination of observed variables corresponds to finding a weighted integration of the functions given by

\[
y_i = \int \xi(t) \mathbf{x}_i(t) dt \tag{A15}
\]

where \( \xi(t) \) indicates the weight function evaluated at time \( t \) and \( y_i \) is the component constructed by the weighted integration of the observed function \( \mathbf{x}_i(t) \).

In order to estimate the weight function \( \xi(t) \), we will adopt a basis function expansion approach to approximate functions. Any function can be approximated up to some degree of approximation by a linear combination of suitable basis functions. Suppose that \( \phi(t) \) is an \( M \) by 1 vector of \( M \) suitable basis functions evaluated at time \( t \). Then the observed functions \( \mathbf{x}_i(t) \), and the weight function \( \xi(t) \), can be represented by basis function expansions as follows

\[
\mathbf{x}_i(t) = \mathbf{v}_i \mathbf{\phi}(t) = \mathbf{\phi}(t)' \mathbf{v}_i \tag{A16}
\]

\[
\xi(t) = \mathbf{w}' \mathbf{\phi}(t) = \mathbf{\phi}(t)' \mathbf{w} \tag{A17}
\]

where \( \mathbf{v}_i \) is the \( M \) by 1 vector of the coefficients of basis functions for \( \mathbf{x}_i(t) \) and \( \mathbf{w} \) is the \( M \) by 1 vector of the coefficients of basis functions for \( \xi(t) \). Then the weighted integration (A15) can be rewritten as

\[
y_i = \int \mathbf{w}' \mathbf{\phi}(t) \mathbf{\phi}(t)' \mathbf{v}_i dt = \mathbf{w}' \left( \int \mathbf{\phi}(t) \mathbf{\phi}(t)' dt \right) \mathbf{v}_i = \mathbf{w}' \mathbf{J} \mathbf{v}_i \tag{A18}
\]

where \( \mathbf{J} = \int \mathbf{\phi}(t) \mathbf{\phi}(t)' dt \) is the \( M \) by \( M \) symmetric matrix of inner products of the basis functions.

We want to find the weight function \( \xi(t) \), or equivalently, the coefficients of its basis functions \( \mathbf{w} \), that separate \( C \) subsets as much as possible. The measure of the separation between the projected data \( \mathbf{y} \) can be measured by the variance of the means of the \( C \) subsets. The grand mean for the corresponding component is given by

\[
\bar{y} = \frac{1}{N} \sum_{i=1}^{N} y_i = \frac{1}{N} \sum_{i=1}^{N} \mathbf{w}' \mathbf{v}_i = \mathbf{w}' \left( \frac{1}{N} \sum_{i=1}^{N} \mathbf{v}_i \right) = \mathbf{w}' \bar{\mathbf{v}}. \tag{A19}
\]

where \( \bar{\mathbf{v}} \) is the mean vector of the coefficients of basis functions for \( \mathbf{x}_i(t) \). Likewise, the sample mean for the \( y_i \)’s in subset \( c \) is given by

\[
\bar{y}_c = \frac{1}{N_c} \sum_{y_i \in S_c} y_i = \frac{1}{N_c} \sum_{y_i \in S_c} \mathbf{w}' \mathbf{v}_i = \mathbf{w}' \left( \frac{1}{N_c} \sum_{y_i \in S_c} \mathbf{v}_i \right) = \mathbf{w}' \bar{\mathbf{v}}_c. \tag{A20}
\]

where \( \bar{\mathbf{v}}_c \) is the mean vector of the coefficients of basis functions for \( \mathbf{x}_i(t) \) in subset \( c \). The variation among the projected means can be calculated by

\[\text{null}(\mathbf{Y}) = \sum_{c=1}^{C} n_c \bar{y}_c^2 - \bar{y}^2. \]
\[ s_B^2 = \sum_{c=1}^{C} N_c (\bar{y}_c - \bar{y})^2 \]
\[ = \sum_{c=1}^{C} N_c (w'Jv_c - w'\bar{v})^2 \]
\[ = \sum_{c=1}^{C} N_c w'J (v_c - \bar{v}) (v_c - \bar{v})' Jw \]
\[ = w'J \left[ \sum_{c=1}^{C} N_c (v_c - \bar{v}) (v_c - \bar{v})' \right] Jw \]
\[ = w'JS_B Jw \quad \text{(A21)} \]

where \( S_B = \sum_{c=1}^{C} N_c (v_c - \bar{v})(v_c - \bar{v})' \). We want this variation as large as possible relative to the variation within each subset, which can be measured by

\[ s_W^2 = \sum_{c=1}^{C} \sum_{y_i \in S_c} (y_i - \bar{y}_c)^2 \]
\[ = \sum_{c=1}^{C} \sum_{y_i \in S_c} (w'Jv_i - w'\bar{v}_c)^2 \]
\[ = \sum_{c=1}^{C} \sum_{y_i \in S_c} w'J (v_i - \bar{v}_c) (v_i - \bar{v}_c)' Jw \]
\[ = w'J \left[ \sum_{c=1}^{C} \sum_{y_i \in S_c} (v_i - \bar{v}_c)(v_i - \bar{v}_c)' \right] Jw \]
\[ = w'JS_W Jw \quad \text{(A22)} \]

where \( S_W = \sum_{c=1}^{C} \sum_{y_i \in S_c} (v_i - \bar{v}_c)(v_i - \bar{v}_c)' \). Fisher’s linear discriminant analysis seeks to find \( w \) that maximizes the following objective function

\[ J(w) = \frac{s_B^2}{s_W^2} = \frac{w'JS_B Jw}{w'JS_W Jw} \quad \text{(A23)} \]

If we use enough number of basis functions, for example, the same number as the number of time points, the estimated weight function \( \hat{\xi}(t) = w'\phi(t) \) could be jagged, which would make the interpretation of the weight function difficult. We would prefer a smoother version of the weight function, which can be obtained by maximizing the following regularized objective function

\[ J(w, \rho) = \frac{w'JS_B Jw}{w'JS_W Jw + \rho \int (D^2\phi(t))^2 dt} \]
\[ = \frac{w'JS_B Jw}{w'JS_W Jw + \rho \int D^2w'\phi(t)D^2\phi(t)' dt} \]
\[ = \frac{w'JS_B Jw + \rho w'Jw}{w'JS_W Jw + \rho w'Jw} \quad \text{(A24)} \]

where \( D^2 \) indicates the second derivative of a function and \( R = \int D^2\phi(t)D^2\phi(t)' dt \). The penalty term added to the objective function \( w'Rw \) is the squared integration of the second derivative of the weight function, which measures the roughness or smoothness of the weight function. The penalty parameter \( \rho(\geq 0) \) controls the importance of the penalty term. A larger value of penalty term will put more emphasis of the smoothness of the weight function and yield a smoother weight function. The optimal value of \( \rho \) can be obtained by a cross-validation method.

Maximizing (A24) with respect to \( w \) is equivalent to maximizing \( w'JS_B Jw \) subject to the constraint \( w'JS_W Jw + \rho w'Rw = 1 \), which can be obtained by maximizing the following objective function with respect to \( w \) and a Lagrange multiplier \( \lambda \).

\[ J(w, \lambda) = w'JS_B Jw - \lambda (w'JS_W Jw + \rho w'Rw) \quad \text{(A25)} \]

Taking a derivative of (A25) with respect to \( w \) and setting it to zero yields

\[ JS_B Jw = \lambda (JS_W J + \rho R)w \quad \text{(A26)} \]

which is a generalized eigenvalue problem. Taking a derivative of (A25) with respect to \( \lambda \) and setting it to zero yields the constraint

\[ w'JS_W Jw + \rho w'Rw = 1. \quad \text{(A27)} \]

If we premultiply (A26) by \( w' \) on both sides, we can obtain the value of \( \lambda \).

\[ \lambda = \frac{w'JS_B Jw}{w'JS_W Jw + \rho w'Rw} = w'JS_B Jw \quad \text{(A28)} \]

which is the maximum variance among the means of the component \( y_i \). Therefore, the eigenvalue of the eigen-equation (A26) indicates the maximum variance among the means of the component that can be achieved and the eigenvector indicates the coefficients of the weight function that maximally separate \( C \) subgroups.

If one dimension is not enough to separate \( C \) subgroups, we can consider more eigenvalue-eigenvector pairs that can be obtained by solving the generalized eigenvalue problem given by (A10). If there are \( C \) subgroups, \( C - 1 \) eigenvalue-eigenvector pairs are usually used to separate \( C \) subgroups. This is equivalent to constructing \( C - 1 \) linear combinations of variables given by

\[ y_i = w_i y \quad \text{(A29)} \]

where \( W = [w_1, \ldots, w_{C-1}]' \) and \( y \) is the vector of \( C - 1 \) components.

After obtaining \( W_i \), we can allocate a new observation \( x^{new}(t) = \phi(t)'y^{new} \) into one of the \( C \) subgroups in the following
way. First we calculate $y^{\text{new}} = WJv^{\text{new}}$ and calculate the distance between $y^{\text{new}}$ and the projected mean of each subgroup given by

$$
dist_c = \left(y^{\text{new}} - \bar{y}_c\right)' \left(y^{\text{new}} - \bar{y}_c\right) = \left(WJv^{\text{new}} - WJ\bar{v}_c\right)' \left(WJv^{\text{new}} - WJ\bar{v}_c\right) = \left(v^{\text{new}} - \bar{v}_c\right)' W'JJW \left(v^{\text{new}} - \bar{v}_c\right) \quad (A30)
$$

Then the new observation is allocated to the subgroup that yields the smallest distance value.

**CONCEALED INFORMATION TEST QUESTIONING PROTOCOL**

Primary question 1: “What was the item you stole from the computer lab?”
- Sub-question 1-1: “Was it a ring?”
- Sub-question 1-2: “Was it a wallet?”
- Sub-question 1-3: “Was it a pair of glasses?”
- Sub-question 1-4: “Was it a notepad?”
- Sub-question 1-5: “Was it a jewel?”

Primary question 2: “What did you do before you left the computer lab?”
- Sub-question 2-1: “Did you clean the room?”
- Sub-question 2-2: “Did you meet a friend?”
- Sub-question 2-3: “Did you take a picture?”
- Sub-question 2-4: “ Did you turn off the webcam?”
- Sub-question 2-5: “Did you have a drink?”

Primary question 3: “What was the item you stole from the computer lab?”
- Sub-question 3-1: “Was it a jewel?”
- Sub-question 3-2: “Was it a notepad?”
- Sub-question 3-3: “Was it a watch?”
- Sub-question 3-4: “Was it a wallet?”
- Sub-question 3-5: “Was it a pair of glasses?”
Combining blink, pupil, and response time measures in a concealed knowledge test

Travis L. Seymour*, Christopher A. Baker and Joshua T. Gaunt
Cognitive Modeling Laboratory, Psychology Department, University of California Santa Cruz, Santa Cruz, CA, USA

INTRODUCTION

COMBINING BLINK, PUPIL, AND RESPONSE TIME MEASURES IN A CONCEALED KNOWLEDGE TEST

Researchers have developed several paradigms to assess whether or not participants are concealing sensitive information (for reviews, see Ben-Shakhar and Furedy, 1990; Lykken, 1998; MacLaren, 2001; Ben-Shakhar and Elaad, 2003). This approach differs from the control questions “lie detector” test because it focuses on the ability of various dependent measures to indicate when participants recognize critical information as opposed to lying about it per se. A meta-analysis of concealed knowledge tests (CKT) revealed an average hit rate of 0.83 and a false-alarm rate of 0.04 (Ben-Shakhar and Elaad, 2003). In light of the dubious theoretical underpinnings and highly variable performance of the traditional “lie detector” test (National Research Council, 2003), many researchers have developed tests using indices of concealed knowledge, rather than indices of deception (c.f. Verschuere et al., 2011).

CONCEALED KNOWLEDGE DETECTION

Following previous work by Rosenfeld et al. (1988), Farwell and Donchin described a CKT paradigm in which responses to familiar crime-related probes could be compared to familiar target items not associated with the crime (Farwell and Donchin, 1991). Participants memorized a set of probe phrases (e.g., “White Shirt”) and then used this information to enact a mock-crime scenario. Later, they memorized a set of target phrases (e.g., “Blue Coat”) unrelated to the scenario. In a subsequent memory test, participants accurately indicated their recognition of target phrases, but denied recognition of familiar-probe phrases. On trials containing novel irrelevant phrases, participants accurately indicated their lack of knowledge. The target stimuli in this paradigm are important because only they require an affirmative response. Without targets, one could respond “no” on each trial without considering the stimulus; a strategy that could attenuate the effectiveness of the test (for an alternate view, see Rosenfeld et al., 2006). Thus, targets force participants to process each stimulus (including crime-relevant probes). Using evoked-related brain potentials (ERP) to index stimulus familiarity in the brain’s anterior cingulate cortex, Farwell and Donchin achieved a hit rate of 0.9 with no false-alarms.

Using a similar paradigm (but with a 1000 ms response deadline), Seymour et al. (2000) examined whether response time (RT) and accuracy were sufficient to detect concealed knowledge from a mock-crime. Results showed that “no” responses to crime-related probes were significantly slower and less accurate than to unfamiliar irrelevant items. A specialized individual classification procedure that compared participants’ probe and irrelevant RT distributions led to a 0.93 hit rate with no false-alarms. Similar results have been reported in subsequent studies using related CKT test procedures and analyses (Seymour and Kerlin, 2008; Seymour and Fraynt, 2009; Verschuere et al., 2010; Visu-Petra et al., 2011).

Although the RT-based CKT can yield high detection rates, examiners may attempt to manipulate their responses to undermine a test’s effectiveness. Studies have shown that a variety of physiological and neuropsychological-based tests are susceptible to strategic countermeasures that reduce detection...
rates (Seymour and Kerlin, 2008; Seymour and Fraynt, 2009; Verschuer et al., 2016; Visu-Petra et al., 2011). For the RT measure in the CKT paradigm, results have been mixed. Some data suggest that attempting to appear unfamiliar with familiar-probes by equating probe and irrelevant RTs is generally ineffective (Seymour et al., 2008). However, effective countermeasures have been demonstrated using CKT paradigms without response deadlines (e.g., Rosenfeld et al., 2004), and emotional Stroop (Williams et al., 1996) based detection paradigms (Gronau et al., 2005; Degner, 2009).

One approach that may potentially lead to more accurate countermeasure-resistant paradigms involves simultaneously assessing multiple measures in a single paradigm (Gronau et al., 2005). Although previous work has examined in detail the anti-countermeasure benefits of combining various polygraph-based measures (respiratory rate, heart-rate, electrodermal response, etc.; c.f., Elaad, 2011), few have included RT and ocular measures. However, some studies have examined such measures in combined tests. Cutrow et al. (1992) reported that an amalgamation of respiratory rate, eye blink-rate, pulse, and electrodermal responses allowed differentiation between answers to mock-crime and irrelevant questions. However, classification analyses were omitted. Without individual classification rates (in particular false-alarms), this result cannot be properly evaluated. Allen et al. (1992) also analyzed a CKT using combined measures (ERP and RT) that yielded average hit rates of 0.98 and false-alarm rates of 0.03. Although the combined-measure false-alarm rate was only 0.02 greater than using ERP alone, the addition of RT reduced the miss rate by 0.04. Several studies have examined combinations of polygraph measures such as electrodermal response, heart-rate, and respiratory rate. Such combined tests often yield small but robust improvements over individual indicators (e.g., Elaad et al., 1992; Gamer et al., 2008). However, in other studies, such combinations have failed to outperform their individual counterparts (e.g., Bradley and Warfield, 1984; Verschuer et al., 2007). Although differences between studies may explain this disparity (c.f. Meijer et al., 2007), in the present study we examined the benefit of combining ocular and RT-based measures of concealed knowledge.

OCULAR MEASURES OF CONCEALED KNOWLEDGE

A potentially effective test may combine intentional motor responses such as RT with more autonomic ocular responses such as pupil-size and blinking rate; both of which can be assessed simultaneously without interference. Modern eye-trackers can be calibrated and used without participants’ awareness, limiting opportunities for countermeasures. Even with conspicuous eye measurement, automatic responses such as blinking and pupil dilation may be difficult to control systematically in a covert fashion. Of course, the advantage of combining ocular and RT measures depends on the degree to which these measures are correlated with one another. One reason why consistently successful combined paradigms have been elusive is that the diagnostic accuracy of individual ocular measures remains uncertain (c.f. Gamer, 2011). For example, one potential ocular measure, internally cued (i.e., endogenous) blinking, is typically correlated with cognitive demand (unlike reflexive or voluntary blinks) (Drew, 1951; Holland and Tarlow, 1972; Bagley and Manelis, 1979; Stern et al., 1984; Bauer et al., 1987; Goldstein et al., 1992). Accordingly, they tend to be inhibited during the processing or anticipation of relevant stimuli and occur most frequently at junctures between processing. Peak blink-rate (maximum average blink-rate reached during each trial) tends to increase as a function of processing load whereas latency to peak rate (average time required on each trial to reach that trial’s peak blink-rate) increases with processing duration (Stern et al., 1984; Bauer et al., 1987; Goldstein et al., 1992; Ichikawa and Ohiura, 2004). Some studies have shown that overall blinking behavior is sensitive to concealed knowledge (Janisse and Bradley, 1980; Dionisio et al., 2001; Fukuda, 2001; Leal and Vrij, 2008). For example, Leal and Vrij (2010) examined blink activity during a paradigm in which participants made either truthful or deceptive statements about participation in a mock-crime. Results showed that liars displayed significantly fewer blinks for probe questions than for controls. Truth tellers showed no such difference. A discriminant analysis on probe-control differences for each participant yielded a 0.75 hit rate and a 0.23 false-alarm rate.

In addition to overall blink-rate, it has been suggested that temporal variations in blink activity can differentiate probe and irrelevant stimuli and perform significantly better than overall blink-rate (Stern et al., 1984; Fukuda, 2001; Ichikawa and Ohiira, 2004; Leal and Vrij, 2008). For example, Fukuda (2001) measured the number of blinks participants produce on each trial during a concealed knowledge paradigm and plotted them as a function of trial duration. Analysis was done on the shape of the resulting temporal distribution of blinking (TDB) and assessed various characteristics such as average blink-rate, peak blink-rate, and time-to-peak. Results showed that responding to probe stimuli led to a higher average blink-rate that peaked earlier and higher than to irrelevant stimuli. Unfortunately, a detailed classification analysis was omitted making it difficult to assess the diagnosticity of the TDB measure. Nevertheless, a successful blinking measure might prove an important addition to a combined-measure CKT. Crucially, Goldstein et al. (1992) found that RT and blinking were uncorrelated and influenced by different task variables, suggesting that these measures may be ideal candidates for combined tests.

Similar to blinks, pupil-size has been shown to reliably index cognitive task demand (Beatty, 1982; Steinhauer and Hakerem, 1992; Karatekin et al., 2004), and has also been shown to index emotional arousal (Bradley et al., 2008). Because of such results, pupil-size has been explored as a measure of deception (Berrien and Huntington, 1942; Heilveil, 1976; Janisse and Bradley, 1980; Lubow and Fein, 1996; Dionisio et al., 2001; Webb et al., 2009a,b). Fluctuations in pupil-size can be highly reliable even when small in magnitude, with researchers reporting robust effects as small as 0.1 mm (Hakerem and Sutton, 1966) and 0.015 mm (Beatty, 1988). Lubow and Fein (1996) found greater pupil dilation following presentation of mock-crime-related probes than irrelevant items in a CKT paradigm. A classification analysis yielded hit rates of 0.50 and 0.70 with no false-alarms (overall detection accuracies of 75 and 85%). This was an improvement on an earlier pupil-based test reporting overall detection accuracies between 66 and 69% (Janisse and Bradley, 1980). A later study by Dionisio et al. (2001), in which participants made true and then false statements
about benign scenarios, reported greater average pupil-size during false than true statements for 92% of participants. Again, the necessary classification information (false-alarm rates in particular) was unavailable for this study, as well as the Janisse and Bradley studies. Cook et al. (2012) did report detailed classification results from a test consisting of true/false questions, e.g., “I took the $20 from the secretary’s purse.” Both pupil-size and eye scan-patterns were recorded. Across two experiments, they found an average hit rate of 0.80, and an average false-alarm rate of 0.13. Kircher et al. (2010) reported results from tests using demographic and true/false questions. Deception was indexed using pupil-size, reading pattern, and RT measures, but average hit rate (0.80) and false-alarm rate (0.15) were similar to Cook and colleagues. Overall, pupil-based measures seem promising for the CKT paradigm, but more work is needed to find robust methods that increase hit rates and reduce false-alarm rates to levels comparable with other more established CKT measures.

A NEW TEST COMBINING BEHAVIORAL AND OCULAR MEASURES

The lack of detailed individual classification analyses limits the ability to assess ocular measures in some CKT studies. In the present study, this is remedied by examining both pupil-size and blink measures using an individual subject classification procedure for participants familiar with probes (to assess hit and miss rates) and participants unfamiliar with probes (to assess correct-rejection and false-alarm rates). Another question inconsistently answered in the literature is the fitness of combined-measure CKT paradigms. Although work exists showing successful combinations of polygraph measures (e.g., Gamer et al., 2008), consistent results are not available for combinations of ocular and RT measures. Although this disparity may be in part due to differences in test parameters or classification analyses, we argue that combinations of more disparate measures could be more diagnostic, and could potentially thwart the use of some countermeasures. To our knowledge, this is the first study to evaluate the combined diagnosticity of response-time, pupil-size, and blink measures. In addition to the standard mean pupil-size and peak blink-rate measures, we added Fukuda’s (2001) blink distribution measures and a new pupil-slope measure following observations by Lubow and Fein (1996). To require that participants process each stimulus, we used the 3-stimulus variant of the CKT (probe = “no,” target = “yes,” and irrelevant = “no”).

MATERIALS AND METHODS

PARTICIPANTS

Sixty undergraduate students (67% female) at the University of California Santa Cruz participated in the experiment for course credit. All participants had normal or corrected-to-normal vision.

MATERIALS AND APPARATUS

The stimuli were 66 luminance-matched color pictures of non-familiar human faces (half female) with neutral expressions taken from the Aberdeen Psychological Image Collection (Hancock, 2004). Pictures were presented on a 17” monitor with a refresh rate of 85 Hz and each subtended an area of 12.5 × 16.2˚ of visual angle at a viewing distance of 18”. Stimulus presentation and randomization, as well as the recording of RT and accuracy were managed using E-Prime presentation software (Schneider et al., 2002). RTs were entered on a Cedrus four-button response pad (Cedrus Corporation, San Pedro, CA, USA). An Arrington ViewPoint eye-tracker (Arrington Research, Inc. Scottsdale, AZ, USA) was used to record blinking and pupil-size at a sample rate of 60 Hz. Participants’ heads were stabilized using a chin rest. During calibration, the location and extent of participants’ right pupil and the location of their pupil glint were mapped. The best fitting ellipse was constantly computed to fit the pupil over time. Pupil-size is thus an online measure in millimeters of the transverse diameter of this ellipse. Blinks were also measured with respect to this geometry. When participants blink, their eyelid falls and the best fitting ellipse becomes increasingly flat before the pupil disappears altogether. This transition is used to detect blinks, but requires a threshold value. Pupil geometry is partially a function of viewing angle with respect to the display and the position of the eyes; thus, the exact height to width ratio of the ellipse that will indicate a blink must be determined separately for each participant. To achieve this, the range of aspect ratios noted during spatial calibration (participants cued to look at various points across the display) was recorded. Subsequently, a blink threshold was chosen for each participant to distinguish between real blinks and flattened ellipses that occurred naturally when eyes were moved toward the various edges of the display. The mean threshold ratio was 0.6.

DESIGN AND PROCEDURE

The experiment was comprised of a series of tasks to be completed in the following order: a probe-learning phase, a retention interval, a target-learning phase, and a picture recognition task. Each session lasted approximately 1 h.

Probe-learning phase

For each participant, a set of six probe faces was selected randomly from the entire pool of faces. The study procedure for probe faces was designed to ensure elaborative encoding of probe stimuli (c.f., Seymour and Kerlin, 2008). This is in contrast to mock-crime procedures during which individual variations in memory, motivation, and attention can lead to the encoding of some probe items but not others (Carmel et al., 2003). Such variations may increase potential external validity, but could lead to the confounding of mock-crime effectiveness and the diagnostic accuracy of the test (Seymour and Fraynt, 2009).

Participants studied each face for 45 s and were then shown one of six facial-feature questions (e.g., “did that person have facial hair?”). These questions were chosen randomly with replacement to prevent anticipation. After each feature judgment, the face was shown again for a mirror image judgment. Each image was either flipped on its vertical axis or not flipped at all. Participants pressed one button for “same” and another for “mirror” and were given immediate accuracy feedback. This cycle, in which face image study is followed by feature and mirror judgments, was repeated for each of the six probe faces. Once this cycle had been completed for all six probes, the order of faces was re-randomized and the study process was repeated until the entire set of probes was studied a total of three times. After this portion of the probe-learning phase was completed, participants were asked to rate each picture
for its perceived attractiveness (seven-point Likert scale), honesty (seven-point Likert scale), and age (open ended).

Retention interval
To prevent rehearsal of probe items during the 10 min retention interval, participants completed a set of difficult mathematical word problems (taken from Patalano and Seifert, 1994).

Target-learning phase
Following the retention interval, six additional faces were randomly selected to be target stimuli. Targets were studied in the same manner as probes. That is, faces were shown individually for study and followed by both feature and mirror judgments. However, for targets there were no attractiveness, honesty, or age ratings. This study difference affords participants a basis on which to distinguish probe and target faces in the subsequent recognition task (Seymour and Kerlin, 2008).

Picture recognition task
Before beginning the recognition task, participants’ gaze coordinates were mapped to a standardized space via an eye-tracking calibration procedure. Following calibration, participants were shown a series of pictures and made speeded recognition judgments. On each trial, participants first saw a white visual mask with a black fixation-cross displayed at its center. After 1200 ms, a stimulus picture replaced the mask and remained on the screen until a response was made. Participants were asked to indicate on each trial their familiarity with the stimulus. For target faces they were to truthfully press a button marked “yes.” Similarly, for irrelevant faces, participants were to truthfully respond “no.” However, for probe faces participants were asked to deceptively respond “no,” despite their actual familiarity with these stimuli. Note that although participants were told that they were completing a deception task and that success meant responding just as quickly and accurately to probe stimuli as they did to irrelevant stimuli, no specific countermeasure instructions or monetary incentives were offered. After each response a blank screen was shown before the next trial began for a random duration between 2000 and 2500 ms. A 3000 ms deadline was used; responses longer than the deadline were followed by an “ERROR: TOO SLOW” warning. Otherwise, no feedback was given during each block. In previous studies using this paradigm with two-word verbal phrases, deadlines of 3000 ms were used (Seymour and Kerlin, 2008; Seymour and Fraynt, 2009). The use here of a 3000 ms deadline was necessary given the relative complexity and high feature overlap of face stimuli (Bruce, 1982).

Each trial block contained one presentation of each face picture in the stimulus set (six targets, six probes, and 24 irrelevants) in a new random-order, for a total of 36 trials. Participants were randomly assigned to either a familiar-probe condition (in which probes were previously studied faces) or an unfamiliar-probe condition (in which probes were new faces). To participants, unfamiliar-probes are essentially irrelevant; this condition is analogous to testing an unaware examinee and is used to estimate the test’s false-alarm rate. Following each block, participants were shown a feedback screen including mean accuracy and the number of “Too Slow” errors for that block. In each condition, three blocks were completed for a total of 108 trials per participant.

ANALYSES AND PREDICTIONS

Individual and combined test measures
Prior to each individual measure’s analysis, we calculated within-subject Z-scores to give a better indication of the effect size for each measure uncontaminated by individual differences in general responsiveness (c.f. Ben-Shakhar, 1985). In particular, for each participant we calculated the mean of all that participant’s responses (regardless of stimulus type), and subtracted this value from each score prior to dividing this result by the SD of all of that participant’s responses (regardless of stimulus type). Although all analyses and figures represent standardized data, Table 1 lists the mean untransformed data for each measure. Although Table 1 lists the mean and SD for each stimulus type, only probe and irrelevant stimuli were used for statistical analyses and classification. For the classification of individual participants’ data, both individual and combined measures were used. Combined measures were simple sums of individual measures.

The Eta-squared statistic is included for each analysis as a measure of effect size. All post hoc t-tests were compared against a Tukey HSD corrected alpha level, and all t-tests were treated as post hoc unless otherwise noted. Lastly, all statistical tests were compared against a nominal alpha level of 0.05 unless otherwise noted.

Response time and accuracy
For RT and accuracy measures, we compared probe and irrelevant distributions as a function of the two probe-familiarity conditions. For the RT measure, only correct trials were included in the analysis. As in previous research using the present paradigm, we expected that Probes would be slower and less accurate in the familiar-probe condition compared to the unfamiliar-probe condition (e.g., Allen et al., 1992; Seymour and Kerlin, 2008; Seymour and Fraynt, 2009; Verschuere et al., 2010; Visu-Petra et al., 2011).

Blinking measures
Following Fukuda (2001), we analyzed endogenous blink-rate as a function of probe-familiarity condition and stimulus type for correct trials. The analysis window was divided into 25, 50 ms bins and a TDB was computed for each participant. Blink-rate was calculated for each bin by dividing the total number of blinks for that bin and stimulus type by the total number of trials for that stimulus type. The resulting value (i.e., blinks per 50 ms) was then multiplied by 20 for conversion into blinks-per-second (c.f. Fukuda, 2001) prior to being converted to Z-Scores. The resulting TDBs, averaged over participant, are plotted in Figure 2 by condition. Fukuda reported significant inhibition throughout most of the time the stimulus was onscreen. However, in the period just prior to the response, a significant increase in blinking occurred on probe trials only. Thus, we predicted that pre-response blink-rate would be likewise diagnostic in the current study. To identify the appropriate region for analysis, we examined blinking behavior across each trial over all stimulus types. Similar to Fukuda, participants in the current study rarely blinked during stimulus presentation. Out of the 5616 available correct trials, only 151 (2.6%) contained blinking during the first 400 ms following stimulus onset. In contrast, during the period from 400 ms prior to stimulus offset (i.e., response initiation) to 800 ms after stimulus
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also observed increased pupil-slopes for familiar-probe stimuli. The familiar-probe condition. However, Lubow and Fein (1996) also observed increased pupil-slopes for familiar-probe stimuli. Although slope was not analyzed, this effect was visually apparent in their graphs. Thus, we predicted that pupil-size would not only be greater on average for familiar-probes than irrelevants, but would grow faster over time. Pupil-slope was computed by fitting a least-squares regression line through each trial’s pupil data (stimulus onset to response) and then computing the change in pupil-size over time represented by this line. Both mean pupil-size and pupil-slope measures were computed over pupil data from the first 1500 ms of each trial following stimulus onset. Figure 4 depicts the mean standardized pupil data as a function of stimulus type and time during this period. Because in the current paradigm stimulus offset is concomitant with the response, this visual representation is sub-optimal; although probes and fillers are represented throughout this range, toward the end there is a greater proportion of probe than irrelevant responses (c.f., mean RT pattern in Figure 1; Table 1).

**CLASSIFICATION RATIONALE AND PROCEDURE**

Overall mean differences between probe and irrelevant responses are not sufficient conditions for successful diagnostic tests. Often, CKT classification procedures consider the range of test outcomes (e.g., differences between probe and irrelevant responses), choose a cutoff value that maximizes the differentiation between these responses in the studied sample (e.g., the median value), and then report the resulting classification results using this cutoff (e.g., Farwell and Donchin, 1991; Lubow and Fein, 1996). A popular alternative method is to derive the optimal cutoff based from a receiver operating characteristic (ROC) analyses (Green and Swets, 1966; Bamber, 1975; Hanley, 1982), which includes an analysis of the tradeoff between a test’s hit and false-alarm rates over a series of cutoffs. A poor test (efficiency near 0.5) is one in which hits and false-alarms are perfectly related so that a cutoff change that achieves a 1% increase in the hit rate results in the same increase in the false-alarm rate. An efficient test (efficiency near 1) allows the maximization of hit rate with minimum increases in false-alarm rate. Thus, ROC analysis offers a better understanding of the fitness of the test under investigation across a variety of cutoffs. To classify a group of responses from a CKT procedure, the cutoff that maximizes hit rate and minimizes false-alarm rate can be chosen and applied to the data. Other classification approaches for CKT data that may involve determining cutoff points include maximum rank analysis (e.g., Lykken, 1959; Bradley and Warfield, 1984), discriminant-function analysis (Nose et al., 2009), and logistic regression analysis (Gamer et al., 2006; Gamer, 2011). The primary advantage of such techniques is their ability to model the relationship between the predictor variables and test outcomes (e.g., guilty vs. innocent). The resulting discriminant-function is then used to calculate hit and false-alarm rates for the sample. This allows researchers to understand the discriminability of the sample under investigation,

---

**Table 1 | Mean un-standardized data by stimulus type and condition for each measure.**

<table>
<thead>
<tr>
<th>Measure</th>
<th>Stimulus type</th>
<th>Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Irrelevant</td>
<td>Probe</td>
</tr>
<tr>
<td><strong>FAMILIAR-PROBE CONDITION</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Response time (ms)</td>
<td>740 (150)</td>
<td>1086 (269)</td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>98 (3)</td>
<td>69 (24)</td>
</tr>
<tr>
<td>Pupil-size (mm)</td>
<td>3.9 (0.51)</td>
<td>4.0 (0.52)</td>
</tr>
<tr>
<td>Pupil-slope (×1000 mm)</td>
<td>0.49 (0.11)</td>
<td>0.59 (0.14)</td>
</tr>
<tr>
<td>Peak blink-rate (b/s)</td>
<td>0.09 (0.23)</td>
<td>0.27 (0.49)</td>
</tr>
<tr>
<td><strong>UNFAMILAR-PROBE CONDITION</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Response time (ms)</td>
<td>792 (132)</td>
<td>757 (164)</td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>97 (4)</td>
<td>98 (3)</td>
</tr>
<tr>
<td>Pupil-size (×1000 mm)</td>
<td>4.1 (0.49)</td>
<td>4.1 (0.50)</td>
</tr>
<tr>
<td>Pupil-slope (mm)</td>
<td>0.46 (0.15)</td>
<td>0.46 (0.18)</td>
</tr>
<tr>
<td>Peak blink-rate (b/s)</td>
<td>0.30 (0.96)</td>
<td>0.37 (1.3)</td>
</tr>
</tbody>
</table>

SDs are indicated with parenthesis. Effect calculations involve subtracting irrelevant from probe responses, except for accuracy, which is irrelevant – probe.

offset we recorded 3108 trials with blinking (55%). This is typical for blinking behavior, which tends to occur between processing stages rather than during those stages. Thus, blinks were analyzed for this 1250 ms window relative to stimulus offset.

In addition to greater mean blink-rate for probes just prior to the response, and an even larger one afterward, Fukuda (2001) also found similar differences between familiar-probe and irrelevant items using peak blink-rate and time-to-peak blink-rate measures. Thus, we predicted that each of these four sub-measures of the TDB would also show greater blinks-per-second for probes than irrelevants in the familiar-probe condition only. If the TDB during the familiar-probe condition contains the numerous deviations predicted here, then we would also expect that the entire TDB function (binned blinks over time) for probes would differ significantly from the irrelevant TDB during the probe condition only. Thus, we also analyzed TDB as a function of condition. If diagnostic, classification on this function alone may be preferable to classification based on various individual components.

**Pupil measures**

Based on prior research described earlier, we predicted that mean pupil-size would be greater on probe than irrelevant trials in the familiar-probe condition. However, Lubow and Fein (1996) also observed increased pupil-slopes for familiar-probe stimuli. Although slope was not analyzed, this effect was visually apparent in their graphs. Thus, we predicted that pupil-size would not only be greater on average for familiar-probes than irrelevants, but would grow faster over time. Pupil-slope was computed by fitting a least-squares regression line through each trial’s pupil data (stimulus onset to response) and then computing the change in pupil-size over time represented by this line. Both mean pupil-size and pupil-slope measures were computed over pupil data from the first 1500 ms of each trial following stimulus onset. Figure 4 depicts the mean standardized pupil data as a function of stimulus type and time during this period. Because in the current paradigm stimulus offset is concomitant with the response, this visual representation is sub-optimal; although probes and fillers
but may not give as clear a view of how well the discriminant-function will classify data from future tests. This is not a flaw in these methods, but requires that researchers either generate the classification model on a subset of available data and use it to predict the remaining data, or use the entire dataset and use the same function for classification in subsequent tests (e.g., Bradley et al., 1996). The latter is particularly difficult to do successfully if subject demographics or test parameters change from test to test (e.g., stimulus modality, response deadline, response stimulus interval, etc.). Regardless of whether one classifies using median cutoffs, ranks, or one of the various methods of producing discriminant-functions, functions developed using existing participant data may need to be updated for successful classification of future participants. This is especially probable if subsequent participants or test paradigms differ significantly from those used to develop the classification function.

In the present study, we avoid this particular concern by not basing classification on observed differences between probe and irrelevant responses in the current dataset and paradigm, but on theoretical ways in which any two distributions of responses may vary when produced by different psychological processes. In this way, the classification remains constant across changes to subjects, test parameters, or diagnostic measures.

Following Seymour et al. (2000) we used a compound classification procedure (CCP) in which each participant’s distribution of probe RTs was compared to their irrelevant RT distribution. Seymour and colleagues used three separate statistical tests that evaluated whether response distributions differed with respect to
(a) the number of response errors (Fisher's exact test), (b) their shape or skew (Kolmogorov–Smirnov test), (c) and their variation of scores (variance-ratio test). It was assumed that relative to a distribution of unfamiliar irrelevant responses, a distribution of familiar-probe responses would contain more errors, would be less positively skewed, or would have a greater variance. It was further assumed that differences might emerge on all three tests, or some subset. Thus, a statistical difference on either test would lead to the conclusion that participants were familiar with probes (if accurate, a hit is recorded, otherwise it is a false-alarm). No statistical difference on any test indicated that participants were unfamiliar with probes (if accurate, a correct-rejection, otherwise a miss). Using the three-test CCP, Seymour et al. achieved hit rates of 0.98 and 0.93, and false-alarm rates of 0.02 and 0 using test alphas of 0.05 and 0.01, respectively. This analysis technique has no free parameters and allows data produced by any continuous measure to be evaluated. The nominal alpha level required for each test's significance is technically variable, however, it would be difficult to justify altering it beyond the standard 0.05 level. Due to the prohibitive nature of false-alarms in forensic contexts, it may be reasonable in some cases to reduce the level below 0.05 to make the test more conservative, but there is no more justification for increasing the alpha level above 0.05 than there would be for other statistical analyses in psychological research. Although Seymour and colleagues' initial report used a verbal phrase based CTK, similar hit rates (0.91) and false-alarm rates (0.03) were achieved in a subsequent test using face pictures as stimuli (Seymour and Kerlin, 2008).

As in previous studies (Seymour et al., 2000; Seymour and Kerlin, 2008; Seymour and Fraynt, 2009), response accuracy in the present study successfully discriminates between probe and irrelevant responses in the familiar-probe condition. Despite this, we chose not to include accuracy in classification analyses because in previous studies where incentives were promised (Seymour et al., 2000; Seymour and Fraynt, 2009), the accuracy effect was significantly attenuated. Such attenuation has also been noticed in paradigms that offered no explicit incentive (e.g., Rosenfeld et al., 2004). Thus, although the diagnosticity of combined measures that include accuracy would likely be enhanced here, it is not believed that such benefits would extend to future studies using incentives, or applied contexts involving natural incentives. Thus each individual and combined measure was evaluated on the basis of distribution variance and shape, but the Fisher exact test for number of errors was not used.

In Seymour et al. (2000) each participant completed both familiar-probe and unfamiliar-probe tests thus serving as their own control for the classification analysis. In the present study, probe-familiarity was manipulated between subjects; data from participants in the familiar-probe condition were used to analyze hit and miss rates, and data from the unfamiliar-probe condition were used to assess false-alarms and correct-rejections. For each participant, probe and irrelevant response distributions were compared using each individual and combination of measures. Each comparison involved two statistical analyses; a variance-ratio test, and a Kolmogorov–Smirnov test. Thus, each participant’s probe and irrelevant response distributions were subject to 22 statistical comparisons (i.e., two statistical analyses for 11 individual and combined measures). For each participant’s statistical comparisons, a nominal alpha of 0.05 was assumed and Bonferroni corrected to 0.025.

Classification of each participant began with a variance-ratio test (also called the F-test for variances) to evaluate the one-tailed hypothesis that probe and irrelevant response distributions have different spreads. Subsequently, data were converted to overlapping cumulative distribution functions (normalized by sample size), and a Kolmogorov–Smirnov test (for review, see Kotz et al., 1983) was used to evaluate the one-tailed hypothesis that the cumulative probability at the maximum vertical deviation between the two curves, D, would be greater for probe than irrelevant distributions. The D-statistic ranges from 0 (no deviation) to 1 (maximal deviation). For sample sizes \( n_1 = 18 \) and \( n_2 = 72 \), the corresponding p-value was determined by entering \( D/N \) into a D-statistic table, where \( s(n) = \sqrt{n_1 + n_2/n_1 n_2} \). Values of 1.36 and 1.63 correspond to typical alpha levels of 0.05 and 0.01 and would require maximal deviations between distributions of 36 and 39% respectively. This statistic is particularly useful for comparing the shape of two response distributions because it is non-parametric. Also, unlike Student’s t-test, it does not make assumptions about the underlying distribution and is not influenced by changes in scale.

In the CCP, a “hit” results (probe knowledge indicated) if any 1 of the constituent tests’ null hypotheses is rejected. Lack of familiarity with probes is concluded only if neither test reaches statistical significance. A conservative threshold for significance balances the liberal nature of this rule. Bonferroni corrected alpha levels are used for each of the underlying statistical tests, so that a nominal alpha of 0.05 requires an actual difference between distributions at the \( p < 0.025 \) level. Additional care is warranted when comparing distributions that differ significantly in size, as is the case with each participant’s probe \( n_1 = 18 \) and irrelevant \( n_2 = 72 \) distributions. For example, if probe and irrelevant distributions each contained 15 very slow RTs, this might suggest that such RTs are not diagnostic and the fact that mean probe RT is greater than mean irrelevant RT is an artifact of the small probe sample. This spurious difference may also manifest itself in the variance-ratio and K–S statistics, leading to an increased false-alarm rate. To address this issue, a Fisher randomization procedure (Fisher, 1935) is used to verify any significant differences that result from K–S or variance-ratio tests. First a participant’s observed probe and irrelevant scores are pooled into one distribution of size \( n_1 + n_2 \). Then two new samples of sizes \( n_1 \) and \( n_2 \) are drawn without replacement and compared using the statistic of interest (K–S or variance-ratio, two tailed). After 1000 repetitions, if more than five statistical differences are found between these sampled distributions that equals or exceeds the original statistic for the observed distributions, the null hypothesis is accepted. The effect of this procedure is to essentially test how many probe-like responses are present in the observed irrelevant distribution. The more probe-like responses there are in the irrelevant distribution, the greater the chance of sampling a new probe distribution that is significantly different than a sampled irrelevant distribution using the statistic under investigation. If such a difference occurs more than 5 times out of 1000, the original statistical difference between the observed probe and irrelevant distributions is
considered spurious and recorded as having been non-significant. Thus, although either of the constituent tests in the CCP may be used to determine probe-familiarity, the standard of proof is relatively high. One result of this conservativeness is that the default classification is an unfamiliar-probe one.

The CCP is related to the parallel testing method (Appendix K, National Research Council, 2003) in that a set of predictors is assessed and a critical result on either test indicates the presence of some target condition (e.g., disease, guilty, etc.), and only non-significant results on all measures indicates the absence of the target condition. One difference is that in the parallel testing method, independent methods are ideally sought so that the inclusion of additional tests incrementally increases the hit rate of the method. Alternatively, the CCP was designed to assess various aspects of the same characteristic – the shape of the response distribution – achieved using variance-ratio and K-S tests. The goal of this overlap is to address complete or partial tradeoffs in participants’ responses to familiar-probe stimuli; they tend to be either more variable than irrelevants, more skewed than irrelevants, or both. A third test, Fisher’s exact, was previously used to address the final tradeoff observed whereby participants would trade speed for accuracy more in familiar-probe than irrelevant responses (c.f. Seymour et al., 2000). Although multiple correlated measures are not generally ideal when trying to minimize misses and false-alarms, the corrected alpha level required for each additional test in the CCP, and possibly the need to pass the Fisher randomization procedure, may counteract this concern. Indeed, it is possible that the combination of these constraints causes the test to be overly cautious. As a result, if the measure under investigation is not sufficiently diagnostic, both false-alarm rates and hit rates may be lowered. Ultimately, the true impact of the CCP on a test’s sensitivity and specificity would need to be modeled with statistical simulations. However, the low false-alarm rate and high hit rate previously reported using the CCP gives some indication that the low false-alarm rate does not come at the cost of an extreme number of misses.

RESULTS
Successful eye-tracking calibration of eight (13%) participants in the unfamiliar-probe condition was not possible. Thick eyeglasses, shifting contact lenses, and heavy applications of eyeliner make-up were among the most common obstacles. Thus, data from 52 participants (30 familiar-probe, 22 unfamiliar-probe) were included in the analysis.

OMNIBUS TESTS
Response time and accuracy analysis
Response time data were submitted to a 2 Condition (familiar-probe vs. unfamiliar-probe) × 2 Stimulus Type (irrelevant, probe) mixed-model ANOVA with Stimulus Type as the within-subjects variable (see Figure 1, top graph). This analysis revealed main effects of Stimulus Type, \( F(1, 50) = 23.36, p < 0.001, \eta^2 = 0.15 \), and Condition, \( F(1, 50) = 5.4, p = 0.02, \eta^2 = 0.06 \), as well as a Condition × Stimulus Type interaction, \( F(1, 50) = 25.40, p < 0.001, \eta^2 = 0.16 \). Participants in the familiar-probe condition took an average of 346 ms (SD = 218 ms) longer to respond “no” to familiar-probes than irrelevants, \( t(29) = 8.68, p < 0.001 \). In the unfamiliar-probe condition, participants could not distinguish probes from irrelevants and no differences emerged.

A similar analysis was performed on accuracy data and is also plotted in Figure 1 (bottom graph). This analysis revealed main effects of Stimulus Type, \( F(1, 50) = 20.62, p < 0.001, \eta^2 = 0.16 \), and Condition, \( F(1, 50) = 8.51, p < 0.005, \eta^2 = 0.08 \), as well as a Condition × Stimulus Type interaction, \( F(1, 50) = 52.73, p < 0.001, \eta^2 = 0.33 \). Participants in the familiar-probe condition produced 29% (SD = 23%) more response errors to familiar-probe faces than irrelevant faces, \( t(29) = 6.92, p < 0.001 \). No such difference emerged in the unfamiliar-probe condition.

Blinking analysis
To assess the overall TDB by condition, A 2 Condition (familiar-probe vs. unfamiliar-probe) × 2 Stimulus Type (probe vs. irrelevant) × 25 Time (50 ms bins) mixed-model ANOVA was performed on TDB data with Stimulus Type and Time as within-subjects variables. There was a significant main effect of Time due to the increase in blinking 200–400 ms after the manual response, \( F(12,79, 639.60) = 28, p < 0.001, \eta^2 = 0.29 \). Mauchly’s test indicated that the assumption of sphericity had been violated for this effect (\( \epsilon = 0.35 \)). Thus, degrees of freedom were corrected using Greenhouse–Geisser estimates. No other main effects or interactions were observed despite the large number of degrees of freedom available for this analysis.

To examine the predicted effects of peak blink-rate, time to reach peak blink-rate, and average blink-rate for the period 200–400 ms post-response, a set of 2 Condition (familiar-probe vs. unfamiliar-probe) × 2 Stimulus Type (probe vs. irrelevant) × 25 mixed-model ANOVAs were performed on these measures, but each failed to yield significant main effects or interactions, \( F_s < 1 \). To examine the predicted effect of pre-response blink-rate, we analyzed differences between probe and irrelevant data that can be seen in Figure 2 (top graph) for familiar-probes only, −400 to −100 ms relative to stimulus offset. Mean standardized blink-rates for bins during this period are plotted in Figure 3 as a function of Condition and Stimulus Type. A 2 Condition (familiar-probe vs. unfamiliar-probe) × 2 Stimulus Type (probe vs. irrelevant) mixed-model ANOVA was performed that yielded a main effect of Stimulus Type, \( F(1,50) = 5.60, p = 0.02, \eta^2 = 0.02 \), and a Condition × Stimulus Type interaction, \( F(1,50) = 3.78, p = 0.06, \eta^2 = 0.01 \), approaching significance. A post hoc comparison revealed that in the familiar-probe condition, mean blink-rate during this period was 0.18 (SD = 0.38) b/s higher on probe than irrelevant trials, \( t(29) = 2.63, p < 0.05 \).

Pupil analysis
Figure 4 shows standardized pupil data over time as a function of Stimulus Type and Condition, and allows one to assess the sources of mean pupil and pupil-slope effects. These effects are summarized in Figure 5 which depicts Z-Scores for the mean pupil-size data averaged over time as a function of Stimulus Type and Condition (top graph), as well as a similar plot of the pupil-slope data (bottom graph). The goal of the following analysis was to test the prediction that familiar-probe faces would lead to a greater mean pupil-size, and a greater pupil-slope compared to irrelevant faces.
A Condition (familiar-probe vs. unfamiliar-probe) × 2 Stimulus Type (probe vs. irrelevant) mixed-model ANOVA was performed on mean pupil-size with Stimulus Type as the within-subjects variable and revealed a main effect of Stimulus Type, $F(1,50) = 27.28, p < 0.001$, $\eta^2 = 0.01$, as well as a Condition × Stimulus Type interaction, $F(1,50) = 27.93, p < 0.001$, $\eta^2 = 0.01$. These results verify that mean pupil-size was 0.10 mm (SD = 0.08) greater on probe trials than irrelevant trials, $t(29) = 6.86, p < 0.001$, but only when probes were familiar. A similar analysis performed on pupil-slope revealed a main effect of Stimulus Type, $F(1,50) = 7.73, p < 0.01$, $\eta^2 = 0.02$, as well as a Condition × Stimulus Type interaction, $F(1,50) = 23.1, p < 0.001$, $\eta^2 = 0.07$. This pattern of results is similar to the average pupil result and indicates that pupil-size grew 8% faster when viewing probe than irrelevant faces, $t(29) = 6.14, p < 0.001$, but only in the familiar-probe condition.

**Classification analysis**

The results of the classification analysis for the present data are listed in Table 2 and show that RT led to more accurate classifications than pupil-size, $Z = 1.77, p < 0.05$, and slope, $Z = 2.71, p < 0.01$. This was not true for RT vs. pre-response blink-rate, $Z = 1.43, p = 0.08$. Although combinations of RT and ocular measures produced higher classification rates than tests based on individual ocular measures, all $p < 0.05$, this was likely driven by significant differences between individual RT and pupil measures. Similarly, combining ocular measures did not significantly improve overall classification accuracy compared to pupil-size alone. However the hit rate achieved by combining pupil and blink measures was higher than pupil-size alone, $Z = 1.81, p < 0.05$. Bivariate correlations were calculated between RT and various ocular measures; we found that only the RT and pupil-size measures were significantly correlated, $r(30) = 0.65, p < 0.05$.

**DISCUSSION**

The primary goal of the present study was to examine whether RT and eye-based measures could be successfully used to detect concealed knowledge either alone or in combination. Although several studies have previously reported successful RT-based tests, previous ocular-based paradigms have less consistent successes and have yielded a wider range of false-alarm and miss rates. Because multiple aspects of the eyes’ response to a stimulus can be assessed
simultaneously using modern eye-trackers, we analyzed pupil-size, pupil-slope, average blink-rate, peak blink-rate, and overall temporal distribution of blinks. To our knowledge, no previous study has simultaneously examined RT and this array of ocular measures in a CKT paradigm.

Participants in this study learned sets of probe and target face pictures and were later asked to respond “yes” to indicate familiarity of target faces and “no” to indicate lack of familiarity with novel irrelevant faces. Participants also responded to probe faces and were asked to respond “no” regardless of whether the probes were the ones previously studied (familiar-probe condition), or whether the probes were novel faces (unfamiliar-probe condition). With this paradigm, we examined the individual and combined diagnosticity of RT, accuracy, and multiple indices of pupil and blink responding. For individual measures we predicted that responsivity would be greater on probe than irrelevant trials, but only in the familiar-probe condition.

**PERFORMANCE OF INDIVIDUAL MEASURES**

Consistent with predictions, participants were significantly slower and less accurate when responding “no” to familiar-probe faces compared to irrelevants. This pattern of results for RT and accuracy measures is similar to ones previously reported with the CKT paradigm (e.g., Allen et al., 1992; Seymour et al., 2000; Seymour and Kerlin, 2008; Seymour and Fraynt, 2009; Verschuere et al., 2010; Visu-Petra et al., 2011). Based on work by Lubow and Fein (1996), we also predicted that average pupil-size and mean pupil-slope would be greater when responding to probes compared to irrelevants in the familiar-probe condition. Although Lubow and Fein reported a successful test based on mean-pupil size, they only commented on apparent differences in pupil-slope. The present results show that pupil-size grows faster and achieves a greater final size on familiar-probe trial than irrelevant trials. For blinking behavior, numerous predictions were made following Fukuda (2001)’s successful demonstration that the way blinking is distributed over the course of test trials (especially the period before and after the overt response) can discriminate between those with and without concealed knowledge. Unfortunately, an analysis of the overall function relating blinking to time (temporal distribution of blinks) compared across conditions did not reach statistical significance. This was also true for predicted increases in related peak blink-rate and time-to-peak blink-rate measures; these showed no sensitivity to probe-familiarity. Fukuda reported greater increases in blink-rate just prior to the overt response, and also just after the response. In the present data, a similar prediction for the post-response blink-rate was not supported; significant increased blinking was noticed, but this increase was not greater for familiar-probe stimuli. Our final prediction for blinking was based on Fukuda’s pre-response blink-rate finding. Here we did find a small, but statistically significant increase in blinking for familiar-probe trials compared to irrelevants in the period −400 to −100 ms before to the overt response. Interestingly, this increase in blink-rate was most prominently observed in the averaged data for the period between 250 and 100 ms prior to response onset (see **Figure 3**). The lack of effect during the final 100 ms of this period suggests that pre-response blinks may be indexing a single, late, processing stage associated with concealed knowledge responding and is consistent with a recently proposed response-conflict based model (Seymour and Schumacher, 2009; Schumacher et al., 2010). In their Parallel Task-Set model, Seymour and colleagues offers an account of both the timing of response-conflict in the CKT paradigm and the additional variance in processing observed for familiar-probe trials. Overall, we found that RT, accuracy, pre-response blink-rate, pupil-size, and pupil-slope measures each differentiated responses in the familiar and unfamiliar-probe conditions. To our knowledge, this is the first demonstration of a CKT paradigm simultaneously assessing these measures.
FIGURE 4 | Mean standardized pupil-size data plotted as a function of time (from stimulus onset to 1500 ms afterward) and stimulus type for the familiar-probe (top graph) and unfamiliar-probe (bottom graph) conditions.

**COMPOUND CLASSIFICATION PROCEDURE**

A CCP comparing probe and irrelevant distributions on shape and variance was used. Significant differences between probe and irrelevant distributions on the basis of shape or variance indicated familiarity with the probe faces. Although this procedure has been used in previous studies (Seymour et al., 2000; Seymour and Kerlin, 2008; Seymour and Fraynt, 2009), the present study is the first to describe this procedure in detail, and the first demonstration of its fitness for data other than RT and Accuracy. The 0.98 classification rate observed with the RT measure was comparable to the 0.92–0.97 rates previously reported using this paradigm (Seymour et al., 2000; Seymour and Kerlin, 2008; Seymour and Fraynt, 2009). Similarly, the pupil-size measure yielded a higher overall classification rate (0.92) here than the 0.66–0.88 rates typically reported (Janisse and Bradley, 1980; Lubow and Fein, 1996). Although tests based on combined measures yielded high classification rates, they were not overall more accurate than using RT in isolation. We note that the failure of compound measures to outperform singular ones was not due to correlations between various measures, as only RT and pupil-size were correlated.

For the pupil-slope measure, it is less clear how to interpret previous studies. Although slope changes were noted previously in Lubow and Fein’s (1996) pupil-size based paradigm, classification accuracy using pupil-slope was not provided. Overall, the performance of the present slope-based analysis was less impressive than those using pupil-size and blink measures. This is more likely to be a result of the relatively low discriminability of the slope measure rather than limitations of the CCP. Although no participants in the unfamiliar-probe condition showed slope differences between probe and irrelevant stimuli, 30% of participants in the familiar-probe condition also failed to show such differences, resulting in a relatively high miss rate. However, the overall 85% classification accuracy provided by the slope measure was equally high as Lubow and Fein’s pupil-size based test.
Although in the present study the overall temporal distribution of blinks did not discriminate familiar-probe and irrelevant trials as in Fukuda’s (2001) study, we did find the predicted difference in mean blink-rate just prior to the response. When analyzed using the CCP, blink-rate yielded an overall classification rate of 0.93, comparable to performance of the pupil-size measure (0.85), and not statistically different than the classification rate using RT (0.98). This was surprising for a mean difference of less than one-quarter blink per second. This result highlights an important advantage of the CCP’s focus on the shape and variance of response distributions instead of a single cutoff value: it is less affected by the distribution overlap if the distributions have different shapes (e.g., Farwell and Donchin, 1991). Leal and Vrij (2010) also examined blink responses during a CKT and found hit and false-alarm rates (0.75 and 0.23, respectively) lower than in the present study (0.90 and 0.045 respectively). One possible source of this difference is the nature of their analysis window; it was only reported that blinks were analyzed “during an arbitrarily defined 10 s window” between stimulus onset and the vocal response. This window would be a super-set of the one analyzed in the present study in which only a small subset proved diagnostic (i.e., the 400 ms just prior to response onset). Thus, it is possible that Leal and Vrij averaged over a relatively small amount of diagnostic and a large amount of non-diagnostic blink data, artificially limiting the accuracy of their classification. If this is the case, then results from the present study and previous studies may yet indicate that blink analysis of concealed knowledge is more promising than previously thought.
Table 2 | Results from the compound classification procedure (variance-ratio and Kolmogorov–Smirnov tests only) for individual and combined measures.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Hit rate</th>
<th>False-alarm rate</th>
<th>Classification accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>INDIVIDUAL MEASURES</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manual</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Response time (RT)</td>
<td>0.97</td>
<td>0</td>
<td>98%</td>
</tr>
<tr>
<td>Ocular</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pupil-size</td>
<td>0.83</td>
<td>0</td>
<td>92%</td>
</tr>
<tr>
<td>Pupil-slope</td>
<td>0.70</td>
<td>0</td>
<td>85%</td>
</tr>
<tr>
<td>Pre-resp. blink-rate</td>
<td>0.90</td>
<td>0.045</td>
<td>93%</td>
</tr>
<tr>
<td><strong>COMBINED MEASURES</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manual and ocular</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RT + pupil</td>
<td>1.0</td>
<td>0</td>
<td>100%</td>
</tr>
<tr>
<td>RT + slope</td>
<td>0.97</td>
<td>0</td>
<td>98%</td>
</tr>
<tr>
<td>RT + blink</td>
<td>1.0</td>
<td>0.045</td>
<td>98%</td>
</tr>
<tr>
<td>All (RT + ocular)</td>
<td>1.0</td>
<td>0.045</td>
<td>98%</td>
</tr>
<tr>
<td>Ocular</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pupil + slope</td>
<td>0.90</td>
<td>0</td>
<td>94%</td>
</tr>
<tr>
<td>Pupil + blink</td>
<td>0.97</td>
<td>0.045</td>
<td>96%</td>
</tr>
<tr>
<td>Pupil + slope + blink</td>
<td>0.97</td>
<td>0.045</td>
<td>96%</td>
</tr>
</tbody>
</table>

**COMBINED VS. INDIVIDUAL MEASURES**

Classification analyses were performed to examine the prediction that tests based on multiple measures would outperform those using individual measures. Although most combined measures led to higher detection rates than individual measures, few improvements were statistically significant; one notable exception was found using ocular measures. Although combining measures did not change the false-alarm rate, combining pupil-size and blink-rate measures led to a significantly greater classification than using pupil-size alone. Otherwise, combined tests appeared to offer only minor improvements; most likely due to the strong performance produced by the individual measures (RT in particular). We found a correlation between RT and pupil-size measures, but not between pupil-size and blink measures. This may explain why the RT + pupil combined-measure failed to improve upon RT alone, whereas the pupil + blink measure did. Thus, it appears that the high individual classification accuracy of some individual measures may have constrained the improvement offered by combinations. Similarly, high correlations between ocular and electrodermal measures (e.g., Bradley et al., 2008) suggest that other limitations may exist for combinations involving ocular measures.

**SUGGESTIONS FOR FUTURE RESEARCH**

One limitation of the present study is in its ability to consider pupil-size independent of RT. This is due to the fact that trials ended immediately following the overt manual response. Because collection of pupil data also ended on each trial concomitant with the response, it is possible that the pupil-size based concealed knowledge effect is solely an indication of the larger RTs on familiar-probe trials relative to irrelevant trials. The significant correlation between RT and pupil-size supports this alternative explanation. Follow-up studies that lack an overt response, or in which the collection of pupil data continues for some time following the response, would be informative. However, Lubow and Fein’s (1996) report of successful response-terminated pupil recording tempers this interpretation somewhat. Furthermore, the presence of pupil-slope effects here (which were not correlated with RT) and in Lubow and Fein’s study suggests that average pupil-size differences between probe and irrelevant trials are not merely a result of the passage of time. Despite these caveats, further investigation is warranted. One interesting alternative for avoiding dependence on overt responses is to use more complex stimuli (e.g., sentences or picture arrays) and examine ocular scan-patterns during the CKT (e.g., Web et al., 2009a,b; Kircher et al., 2010; Cook et al., 2012).

Another issue for further study involves a detailed comparison of the CCP with the diverse range of previously reported CKT classification procedures. For example, the implications of using correlated measures of underlying response distribution morphology, the effect of the corrected alphas, and the influence of the Fishers randomization procedure would need to be modeled statistically to properly distinguish the CCP from related techniques such as the Independent Parallel Testing procedure (IPT; National Research Council, 2003), discriminant-function analysis (e.g., Nose et al., 2009), and logistic regression analysis (e.g., Gamer et al., 2006; Gamer, 2011). Of particular interest is how exactly hit rates and false-alarms are affected by each additional CCP sub-test. It is also unknown whether the CCP offers a significant advance over straightforward modifications to established approaches such as ROC analysis (Green and Swets, 1966; Bamber, 1975; Hanley, 1982). Such comparisons with the CCP would need to consider its primary design feature; reliance on generic differences between response distributions. This focus on only ways in which two distributions may vary in CKT-related paradigms (deviation, skewness, and in some cases number of observations; c.f., Seymour and Schumacher, 2009) means that there is no need to vary classification parameters between tests, even if test parameters or subject demographics change. Unlike some discriminant-function based procedures, its fitness is not based on a limited set of previously observed data. Thus, the only parameter that can change is the nominal alpha for the constituent statistical tests, and this would only be justifiable if the test were made more strict, but not less. Such a change would be in service of an even lower tolerance of false-alarms than offered by the standard alpha level of 0.05, and not the nature of the underlying test.

The closest alternative to the CCP is the IPT approach, however, the constituent tests can be anything, and the cutoffs used for these tests may vary from one use to the next. For example, Meijer et al. (2007) reported such a procedure for successfully combining performance on a skin-conductance based CKT with performance on a test of malingering. Although each test used standard task-specific cutoffs to classify subjects prior to the combined classification using IPT, such classifications could have been decided using a number of potential decision policies; each having a potential impact on this test’s sensitivity and specificity (National Research Council, 2003). In contrast, the constituent tests for the CCP are always statistical hypothesis tests; combining measures occurs prior to classification and results in two distributions of combined.
scores (one for probes and one for irrelevants) that are then compared statistically. Thus, it may be useful to investigate whether or not an IPT modified to accept the raw score from individual or combined CKT measures would be effectively similar to the CCP.

The present work has implications for applied work in forensic settings. However, an important next step in this research is to examine combined efficiency of ocular and RT measures in paradigms using mock-crimes that facilitate variable probe encoding, and longer retention intervals that would allow for forgetting or interference (e.g., Carmel et al., 2003). Such manipulations have previously been shown to modulate the effectiveness of the RT measure and may provide more room for the contribution of simultaneous ocular measures along with RT (Seymour and Fraynt, 2009). Such research may also employ explicit countermeasure instructions to manipulate the motivation to “beat the test.” Countermeasure manipulations are sometimes sufficient to attenuate the RT-based concealed knowledge effect (e.g., Rosenfeld et al., 2004), but not always (Seymour et al., 2000; Seymour and Fraynt, 2009). Even with such manipulations, it may be possible that conducting CKT research using undergraduate populations who lack the intrinsic motivation to deceive found in applied contexts limits the generalizability of our results. However, despite larger effect-sizes on average for laboratory settings compared to tests in the field, such differences do not always affect classification accuracy. For example, a study by Pollina et al. (2004) showed that classification accuracy was similar in laboratory and field-tests, despite differences in effect-sizes. Similarly, in a meta-analysis of CKT studies reported by Ben-Shakhar and Elaad (2003), it was shown that significant differences in test effect sizes resulted when highly motivated participants (d = 1.76) were compared to those with low motivation (d = 1.34). However, this disparity failed to result in differences in respective test efficiencies (α = 0.82 and 0.80 respectively, for high and low motivation participants).
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Detecting false intent using eye blink measures

Frank M. Marchak*
Veridical Research and Design Corporation, Bozeman, MT, USA

Eye blink measures have been shown to be diagnostic in detecting deception regarding past acts. Here we examined—across two experiments with increasing degrees of ecological validity—whether changes in eye blinking can be used to determine false intent regarding future actions. In both experiments, half of the participants engaged in a mock crime and then transported an explosive device with the intent of delivering it to a "contact" that would use it to cause a disturbance. Eye blinking was measured for all participants when presented with three types of questions: relevant to intent to transport an explosive device, relevant to intent to engage in an unrelated illegal act, and neutral questions. Experiment 1 involved standing participants watching a video interviewer with audio presented ambiently. Experiment 2 involved standing participants questioned by a live interviewer. Across both experiments, changes in blink count during and immediately following individual questions, total number of blinks, and maximum blink time length differentiated those with false intent from truthful intent participants. In response to questions relevant to intent to deliver an explosive device vs. questions relevant to intent to deliver illegal drugs, those with false intent showed a suppression of blinking during the questions when compared to the 10 s period after the end of the questions, a lower number of blinks, and shorter maximum blink duration. The results are discussed in relation to detecting deception about past activities as well as to the similarities and differences to detecting false intent as described by prospective memory and arousal.

Keywords: credibility assessment, false intent, blink, oculometrics, deception detection

INTRODUCTION

Interest in determining veracity has a long history, with documented methodologies extending back to at least 900 BC [for a review, see Trovillo (1939a,b)]. The majority of these efforts have focused on the detection of deception, a term which has a variety of characterizations (Masip et al., 2004). A widely accepted definition of deception is provided by Vrij (2008) as "a successful or unsuccessful deliberate attempt, without forewarning, to create in another a belief which the communicator considers to be untrue" (p. 15). While the temporal period during which this untruth is committed is unspecified, the majority of research has focused on detecting indicators of concealed past behavior.

The question arises concerning the ability of determining whether an individual is being deceptive regarding future intentions. In contrast to knowledge of past activities, intent involves a goal or plan of action for the future, in which both the execution of the action and its outcome are uncertain. As such, intent may be defined as "a person's mental representations of his/her planned future actions" (Vrij et al., 2011a), and by extension, false intent involves misleading others regarding upcoming but not yet realized actions.

There have been efforts recently to determine if an individual is misleading others regarding the true purpose, or intent, of their future actions. Vrij and colleagues (2011a); Vrij and his colleagues (2011b) have shown differences in verbal responses to questions between truthful intent participants and those with false intent in terms of number of words, level of details, plausibility, contradictions, and corrections. Meixner and Rosenfeld (2011), using a P300-based concealed information test, were able to detect with a high level of accuracy individuals who planned a mock terrorism attack. Aikins et al. (2010) examined changes in respiratory sinus arrhythmia (RSA) in participants that were either truthful or were to respond deceptively about a future mock crime. The data showed greater reductions in RSA during testing of participants that were deceptive regarding an upcoming task compared to the truthful intent participants.

Since being untruthful regarding both past and future acts includes the attribute of a desire to mislead, it has been hypothesized that cues indicative of false intent arise from analogous emotional, cognitive, and behavioral processes involved in deception (Martin et al., 2007). Traditional deception detection techniques focus on changes in measures of autonomic functions—such as respiration, cardiac activity, and electrodermal activity—as indicators of deceptive responses regarding previous activities (Abrams, 1989). However, other measures, such as changes in ocular parameters including eye movements, pupil diameter, and blink rate, have been examined as possible alternative markers of deception (e.g., Marchak et al., 2011; Cook et al., 2012).

One of the first examinations of these indices was conducted by Cutrow et al. (1972). Evaluating multiple physiological measures, including eye blinks, they concluded that eye blink rate decreases under circumstances of lying. Fukuda (2001) investigated the temporal distribution of eye blinks while subjects performed a guilty knowledge test (GKT) with playing cards. It
was found that more eye blinks occurred before responses following presentation of the relevant card while more eye blinks occurred after responses for presentation of irrelevant cards. DePaulo et al. (2003) reviewed the literature on deception detection and identified over 100 cues to deception. Of relevance here, they found that blinking was more prevalent when lies involved transgressions, discovery of which could have serious consequences. In another study employing emotionally arousing stimuli in a GKT, Thonney et al. (2005) found a difference in GKT eye blinking scores for emotional stimuli over neutral stimuli.

Leal and Vrij (2008) examined blink rates in liars and truth tellers during and after verbal recall of events and found that liars showed a decrease in blink rate during deception as compared with a baseline period and an increase in blink rate in the period following the telling of the lie. In a study of the GKT with the same subjects (Leal and Vrij, 2010) they found that liars exhibited a lower blink rate in response to key items as compared to control items, but there was no difference for truth tellers.

Taken together, these findings suggest that blink parameters are diagnostic in determination of deception regarding past actions. These differences can be explained both by theories of cognitive load (e.g., Fogarty and Stern, 1989; Fukuda et al., 2005; Irwin and Thomas, 2010) as well as arousal-based theories (e.g., Stern, 1992). While it is difficult to isolate the specific cause of the differences in blink behavior between liars and truth tellers, it appears that the findings are reliable and repeatable.

The question arises if these same measures can be used to determine whether an individual is being deceptive regarding future intentions as opposed to past actions. The present work attempted to determine if changes in eye blink parameters could be used to detect false intent. Based on the findings of differences in blink parameters between truthful individuals and those deceptive about prior actions, the primary hypothesis is that individuals with false intent will exhibit a suppression of blink rate during intent relevant questions, accompanied by a rebound in blink rate in the period following the question end, as well as a lower overall number of blinks and shorter blink durations when compared to those with truthful intentions. This effect was examined in two experiments that manipulated ecological validity between a controlled, standardized prerecorded video presentation of questions and questions presented by a live interviewer.

**EXPERIMENT 1**

**METHODS**

**Participants**

Participants ($N = 54$) were recruited through advertisements in a local newspaper and through an online classified advertising site. A total of 25 (9 female/16 male; average age = 27.76, $SD = 8.83$) participated in the false intent condition and 29 (12 female/17 male; average age = 28.05, $SD = 9.05$) in the truthful intent condition. The experimental design and data collection procedures were reviewed and approved by the Montana State University Human Subjects Committee and informed consent was obtained from all subjects.

**Apparatus**

Pupil diameter, blink, and eye movement data were collected using a Smart Eye Pro version 5.4 remote eye tracker. The system has a 60 Hz sampling frequency and is capable of achieving pupil measurement accuracy to .01 mm. Voice responses were collected using a Cedrus SV-1 Voice Key.

Pre-recorded auditory instructions and questioning information were presented as sound files using a TDT System 3 Psychoacoustic Workstation through Altec Lansing VS2120 amplified speakers. Video was presented on a LaCie 324 LCD monitor, a 24-inch widescreen display located 60 cm from the participant. Data from all sources were time-stamped and synchronized through a Cambridge Research Systems ViSaGe, a multiple I/O interface, timing and visual stimulus generation device.

**Procedure**

Participants responding to the recruitment advertisements were directed to call a local phone number and were presented with a voicemail message instructing them to leave a name and number where they could be contacted.

Four offices in three local buildings were used. Participants first reported to an intake office in a facility that houses professional businesses where they completed an Institutional Review Board (IRB) consent form and were provided directions to the location of another building, within walking distance, where the participant was to receive further instructions.

The test site was located in a building approximately ½ block away from the intake office. Participants walked independently to the building and entered the instruction room. Each participant was randomly assigned to a false intent or truthful intent condition. In both conditions, participants listened to taped instructions through headphones and were told that in addition to the $25 USD payment for participation they could earn an additional $25 USD for successfully passing a credibility assessment test. Participants in the false intent condition heard instructions in which they were to commit a mock crime by taking a “fuse lighter” from a downstairs office in the building and providing it to a “contact” after completing a credibility assessment test at another location. Documentation taken from Pickett (1999) was provided illustrating the fuse-lighter as was a photograph of the fictitious “contact.” In the truthful intent condition, participants heard instructions in which they were to remove a note from the door of a downstairs office and were not provided with the supplementary materials.

In both conditions, participants exited the instruction room, walked around the block, and entered the building through a side door. They then proceeded downstairs to a basement office. Those in the truthful intent condition simply removed a sticker containing numbers from the door. Those in the false intent condition were required to enter the office and find and remove the fuse lighter. The office containing the fuse-lighter was furnished to resemble a working facility.

In both conditions, the participants exited the building through a third door and proceeded approximately 2 blocks to our laboratory to take a credibility assessment examination.
Details of the examination and data collection are provided in the next section.

DATA COLLECTION

After arriving at the laboratory, both false intent and truthful intent participants were questioned about the event using a Relevant-Relevant comparison test format (RRT). Based on a paradigm developed by Kircher and Raskin (2006), the RRT consists of two sets of relevant questions as well as neutral questions (N). One set of relevant questions addressed matters related to plans to transport illegal drugs for delivery to another person after the credibility assessment test (Drug Intent) while the other set of relevant questions was related to plans to deliver a fuse lighter to a contact after the credibility assessment test (Explosives Intent). Both sets of relevant planned actions were to occur after the questioning and the questions asked about future actions, but only the Explosive Intent was carried out by those in the false intent condition. Table 1 provides a list of the questions employed and question durations in milliseconds.

In contrast to the Comparison Question Test (CQT) format (Abrams, 1989), in which responses to relevant questions are compared to responses regarding general undesirable acts (e.g., “Before the age of 18, did you ever take something that didn’t belong to you?”), the RRT compares responses to two types of relevant questions—one directed toward the area of interest and the other toward an equally relevant area but one in which the examinee has not engaged. In both test formats, neutral questions are interspersed between the questions of interest to serve as buffers and permit the examinee’s physiological reactions to return to baseline levels. In the RRT, those in the truthful intent condition should have similar responses to both of the relevant question types, while those in the false intent condition should have different reactions to the explosives intent questions compared to the drug intent questions.

In both truthful intent and false intent conditions, participants stood facing a video monitor and questions were presented aurally through recordings over speakers simultaneously with a prerecorded video of an interviewer asking the questions. Ocular-based parameters were measured in an ambient illumination-controlled room (15.1 lux above). Participants responded “yes” or “no” verbally into a microphone and response time was recorded, but not used in the current analyses due to poor reliability of the data collection device. Question start and question end was marked by a time stamp in the video synchronized with the ocular data. Each question was followed by a 15 s interval before the next question was presented.

After completing the data collection process, participants were debriefed. Those in the false intent condition were told that they did not need to meet a contact, the experiment was completed, and they were asked to return the fuse lighter. Participants in both conditions were told that they would receive the $25 USD bonus. They were then paid and thanked for their participation.

DATA PROCESSING

For each participant, ocular data were time-stamped and synchronized with the video and audio presentation of the questions. Blinks were identified from the eye tracker data as intervals of 60–1000 ms where the pupil diameter was equal to zero. Three measures were calculated from these data. Blink Count Difference was determined as the number of blinks in the period from the end of a question to 10 s after question end minus the number of blinks during the question presentation. This serves as a measure of blink suppression during question presentation. The use of the 10 s time period was suggested by Stern (pers. Commun., November 20, 2008) based on his experience and was verified through pilot testing that examined time intervals from 5 to 20 seconds (N = 8). The average duration of all questions was 2912.92 ms, while the average durations for the Drug Intent, Explosives Intent, and Neutral questions were 2730 ms, 3000 ms, and 2960.8 ms, respectively. Number of blinks was the total number of blinks during the question and the 10 s period following the question end. Maximum blink duration was the length in milliseconds of the longest blink time during the analysis period for each question.

RESULTS

All participants verbally responded “yes” or “no” to all questions and none of the responses were eliminated from analysis. Table 2 presents the raw means and standard deviations of the blink count difference, number of blinks, and maximum blink duration for Drug Intent, Explosives Intent, and Neutral questions for participants in both the false intent and truthful intent conditions. The ocular-based data were normalized by calculating z-scores and submitted to a repeated measures multivariate analysis of variance (RMANOVA). For Drug Intent vs. Explosives Intent questions, there were significant within-subject multivariate effects for Relevance × Intent condition, $F_{[3, 50]} = 3.908$, $p = 0.014$, $\eta^2_p = 0.190$. There were significant within-subjects
Table 2 | Raw means and standard deviations for blink count difference, number of blinks, and maximum blink duration (ms) by question type—Experiment 1.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Drug intent</th>
<th></th>
<th>Explosives intent</th>
<th></th>
<th>Neutral</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td><strong>BLINK COUNT DIFFERENCE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>False intent</td>
<td>0.183</td>
<td>0.182</td>
<td>0.134</td>
<td>0.193</td>
<td>0.244</td>
<td>0.172</td>
</tr>
<tr>
<td>Truthful intent</td>
<td>0.232</td>
<td>0.205</td>
<td>0.279</td>
<td>0.224</td>
<td>0.266</td>
<td>0.204</td>
</tr>
<tr>
<td><strong>NUMBER OF BLINKS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>False intent</td>
<td>5.107</td>
<td>3.661</td>
<td>4.467</td>
<td>2.693</td>
<td>5.882</td>
<td>3.319</td>
</tr>
<tr>
<td>Truthful intent</td>
<td>5.805</td>
<td>3.999</td>
<td>6.368</td>
<td>4.438</td>
<td>6.823</td>
<td>4.303</td>
</tr>
<tr>
<td><strong>MAXIMUM BLINK DURATION</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>False intent</td>
<td>210.000</td>
<td>149.505</td>
<td>177.760</td>
<td>109.814</td>
<td>221.700</td>
<td>136.474</td>
</tr>
<tr>
<td>Truthful intent</td>
<td>201.741</td>
<td>122.883</td>
<td>212.126</td>
<td>119.379</td>
<td>231.398</td>
<td>123.879</td>
</tr>
</tbody>
</table>

FIGURE 1 | Experiment 1—Blink count difference as the number of blinks in the period from the end of a question to 10 s after question end minus the number of blinks during the question presentation for false intent and truthful intent participants. Error bars show Standard Error.

FIGURE 2 | Experiment 1—Number of blinks for false intent and truthful intent participants. Error bars show Standard Error.

FIGURE 3 | Experiment 1—Maximum blink duration for false intent and truthful intent participants. Error bars show Standard Error.

effects of Blink Count Difference, $F_{(1, 52)} = 6.213, p = 0.016$, $\eta^2_p = 0.107$, and Number of Blinks $F_{(1, 52)} = 7.096, p = 0.010$, $\eta^2_p = 0.120$. Maximum Blink Duration approached significance $F_{(1, 52)} = 3.526, p = 0.066, \eta^2_p = 0.064$. 

Figures 1–3 show plots of normalized Blink Count Difference, Number of Blinks, and Maximum Blink Duration, respectively, for Drug Intent and Explosives Intent questions for participants in both the false intent and truthful intent conditions. Participants in the false intent condition showed a lower blink count difference, fewer numbers of blinks, and shorter but not significantly different maximum blink duration for the Explosives Intent vs. the Drug Intent questions.

In order to examine the relationship between the neutral and relevant questions, the normalized data for the Neutral, Drug Intent, and Explosives Intent questions were submitted to a RMANOVA. There were significant within-subject multivariate effects for Relevance $\times$ Intent condition, $F_{(6, 47)} = 2.585, p = 0.030, \eta^2_p = 0.248$. There were significant within-subjects effects of Blink Count Difference, $F_{(2, 104)} = 5.328, p = 0.006, \eta^2_p = 0.093$, and Number of Blinks $F_{(2, 104)} = 4.540, p = 0.014, \eta^2_p = 0.079$. Maximum Blink Duration was not significant $F_{(2, 104)} = 1.846, p = 0.163$.

To examine the effect of age and gender, the data were analyzed in the same manner as above but with age and gender as between subject variables. For Drug Intent vs. Explosives Intent questions, there were no significant effects for Gender by Age, $F_{(21, 45)} =$
1.140, \( p = 0.346 \), Age by Intent, \( F_{(12, 45)} = 1.678, p = 0.104 \), or Gender by Intent, \( F_{(3, 13)} = 1.727, p = 0.211 \).

Tables 3, 4 show the results of a discriminant analysis using all data and a leave-one-out procedure, respectively, to investigate how well the three blink parameters successfully classify false intent and truthful intent individuals. Using all the data, 72.4% of the truthful intent participants and 64.0% of those with false intent were correctly classified, with an overall correct classification rate of 68.5%. Results of the leave-one-out analysis found 72.4% of the truthful intent participants and 60.0% of those with false intent correctly classified, with an overall correct classification rate of 67.6%.

**DISCUSSION**

Participants with false intent showed a significantly lower blink count difference and lower number of blinks for the Explosive Intent questions as compared to the Drug Intent questions, with the difference in maximum blink duration approaching significance, as compared to participants with truthful intent. There were no significant differences due to age or gender.

**EXPERIMENT 2**

**METHODS**

**Participants**

Participants (\( N = 57 \)) were recruited through the same avenues used in Experiment 1. A total of 29 (11 female/18 male; average age = 26.06, \( SD = 9.77 \)) participated in the false intent condition and 28 (9 female/19 male; average age = 33.40, \( SD = 13.18 \)) participated in the truthful intent condition. The experimental design and data collection procedures were reviewed and approved by the Montana State University Human Subjects Committee and informed consent was obtained from all subjects.

**Apparatus**

The same equipment and set up used in Experiment 1 was employed with the following changes. The video monitor was replaced with a podium located in front of the participant and a live interviewer located 60 cm from the participant. A Mimo IMO touch screen input display was used to present the question text to the interviewer. A push button was used by the interviewer to time stamp the question start and question end and synchronize with the ocular data. The voice key was not used.

**Procedure**

The procedure and instructions were the same as in Experiment 1.

**DATA COLLECTION**

The data collection process was similar to that in Experiment 1. After arriving at the laboratory, participants stood before the podium and a research assistant performed a short calibration procedure for the eye tracker that involved having the participant fixate on five spots located in front of them. When calibration was complete, the interviewer entered and sat behind the podium. Questions were presented to the interviewer on a Mimo IMO touch screen display, which also indicated the inter-question interval time before the displaying the next question. Each question was read aloud. When the interviewer was ready, he pushed a hand-held button to code question start time into the data stream. After reading the question, question end time was also marked by the interviewer pressing a button. When the 15 s inter-trial interval had passed, the display presented the next question to the interviewer.

**DATA PROCESSING**

Data processing was identical to Experiment 1.

**RESULTS**

All participants verbally responded “yes” or “no” to all questions and none of the responses were eliminated from analysis. Table 5 presents the raw means and standard deviations of the blink count difference, number of blinks, and maximum blink duration for Drug Intent, Explosives Intent, and Neutral questions for participants in both the false intent and truthful intent conditions. The ocular-based data were normalized by calculating mean differences and submitting them to a repeated measures multivariate analysis of variance (RMANOVA). For Drug Intent vs. Explosives Intent questions, there were significant within-subject multivariate effects for Relevance \( \times \) Intent Condition, \( F_{(3, 53)} = 10.362, p = 0.000, \eta^2_p = 0.370 \). There were significant within-subjects effects of Blink Count Difference, \( F_{(1, 55)} = 12.983, p = 0.001, \eta^2_p = 0.191 \), Number of Blinks \( F_{(1, 55)} = 20.156, p = 0.000, \eta^2_p = 0.268 \), and Maximum Blink Duration \( F_{(1, 55)} = 18.179, p = 0.000, \eta^2_p = 0.248 \).

Figures 4–6 show plots of normalized Blink Count Difference, Number of Blinks, and Maximum Blink Duration, respectively, for Drug Intent and Explosives Intent questions for participants in both the false intent and truthful intent conditions. Participants in the false intent condition showed a lower blink count difference, fewer numbers of blinks, and shorter maximum blink duration for the Explosives Intent vs. the Drug Intent questions when compared to participants in the truthful intent condition.

In order to examine the relationship between the neutral and relevant questions, the normalized data for the Neutral, Drug Intent, and Explosives Intent questions were submitted to a RMANOVA. There were significant within-subject multivariate effects for Relevance \( \times \) Intent condition, \( F_{(6, 53)} = 5.696, p = \)}
Table 5 | Raw means and standard deviations for blink count difference, number of blinks, and maximum blink duration (ms) by question type—Experiment 2.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Drug intent</th>
<th>Explosives intent</th>
<th>Neutral</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
</tr>
<tr>
<td><strong>BLINK COUNT DIFFERENCE</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>False intent</td>
<td>0.251</td>
<td>0.276</td>
<td>0.302</td>
</tr>
<tr>
<td>Truthful intent</td>
<td>0.321</td>
<td>0.224</td>
<td>0.229</td>
</tr>
<tr>
<td><strong>NUMBER OF BLINKS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>False intent</td>
<td>4.219</td>
<td>3.785</td>
<td>5.130</td>
</tr>
<tr>
<td>Truthful intent</td>
<td>4.633</td>
<td>3.201</td>
<td>3.933</td>
</tr>
<tr>
<td><strong>MAXIMUM BLINK DURATION</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>False intent</td>
<td>239.958</td>
<td>113.008</td>
<td>285.505</td>
</tr>
<tr>
<td>Truthful intent</td>
<td>217.567</td>
<td>87.608</td>
<td>194.067</td>
</tr>
</tbody>
</table>

DISCUSSION

Similar to Experiment 1, participants with false intent showed a significantly lower blink count difference, lower number of blinks, and lower maximum blink duration for the Explosives Intent
questions as compared to Drug Intent questions. However, there were differences in the responses to the Drug Intent questions as compared to those found in Experiment 1. One possible explanation for these differences could be related to the difference of being questioned by a videotaped interviewer and interacting with a live interviewer. While the questions and procedures were the same, participants in Experiment 1 did not have direct interactions with a live person. Riby et al. (2012) found a difference in skin conductance level (SCL) and increased arousal to live faces compared to video-mediated faces. This increase in arousal as a result of interacting with a live interviewer could contribute to the differences found in blink parameters between the two experiments.

**GENERAL DISCUSSION**

The goal of this effort was to determine if variations in blink measures could differentiate between those with false intent and truthful intent individuals. Two experiments with differing degrees of ecological validity were conducted using either a pre-recorded interviewer presented on a computer monitor or a live interviewer.

To date, the majority of research on determining false intent has employed verbal or non-verbal cues. Vrij and colleagues (2011a,b) successfully detected false intent employing a structured interview and analysis of the resulting transcripts, as well as based on speech cues and participant willingness to be photographed. Similarly, Clemens et al. (2011) demonstrated that strategic interviewing elicits reliable cues to detecting false intent.

Only one study on detecting false intent has examined the use of physiological cues. Aikins et al. (2010) detected false intent by examining respiratory sinus arrhythmia (RSA)—an indicator of autonomic response—showing that individuals with false intent displayed decreased RSA compared to individuals with true intentions.

In both experiments reported here, it was found that for questions relevant to the harmful act to be committed, those with false intent showed a lower blink count difference, fewer numbers of blinks, and shorter maximum blink duration for questions related to their intent compared to questions related to another act for which they had no intent. These findings are consistent with previous findings in the literature that used blink measures to determine deception regarding past activities. While these analyses focused on factors related to blink counts and time, it would be possible to examine additional measures such as blink waveforms (Stern et al., 1984).

Two factors could contribute to the findings of differences in blink parameters of those with false intent: cognitive load and arousal. Both theories of cognitive load (e.g., Fogarty and Stern, 1989; Fukuda et al., 2005; Irwin and Thomas, 2010) as well as arousal-based theories (e.g., Stern, 1992) have been implicated in the context of deception detection.

As noted by Vrij et al. (2011a,b), differences between liars and truth tellers in both deception about past activities and future intentions are potentially affected by the increased cognitive load brought on in the untruthful situation. The effect of cognitive load on deception detection has been documented (e.g., Vrij et al., 2006; Leal et al., 2008). The effect of cognitive load on intention can be examined from two perspectives of memory about future events: episodic future thought (EFT) and prospective memory.

Granhag and Knieps (2011) have proposed that EFT is the central mental process involved in forming an intention and have used this framework to propose that the activation of a mental image in the pre-experiencing of an intention will be stronger for a true vs. a false intention. The current study did not explicitly test this construct so no comment can be made on its applicability based on the available data.

Prospective memory is defined as the process that permits remembering to engage in an intended action at some particular point in the future (Kvavilashvili and Ellis, 1996). Kliegel et al. (2000) describe prospective memory as consisting of three processes: developing a plan, remembering the plan, and remembering to execute the plan at some future time. In the current study, those with false intent had a plan to meet a contact and deliver the fuse lighter after taking the credibility assessment test, so were engaged in the first two processes but were stopped before the opportunity to begin the third process.

No studies were found that examined physiological measures of prospective memory with the exception of Hartwig et al. (2013), who examined gaze behavior to determine different approaches employed in solving prospective memory tasks. Hartwig et al. (2013) used the skewness of Voronoi cell distributions of fixation densities to quantify viewing strategies (Velichkovsky, 1999). Over et al. (2006) demonstrated that different visual tasks can be differentiated by skewness differences in the Voronoi cell sizes, and that tasks involving the same behavior would have similar skewness. Hartwig et al. (2013) found that when a prospective memory task was missed, participants exhibited gaze behavior similar to that seen in free viewing, including differential attention to details over only a few areas of interest. This viewing behavior resulted in a few large Voronoi cells and multiple small cells. If the prospective memory task was solved successfully, gaze behavior took on characteristics somewhat between those seen in free viewing and those seen in visual search, which was characterized by a large number of fixations across the entire display and many small Voronoi cells. These

### Table 6 | Discriminant analysis classification results—Experiment 2.

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predicted</th>
<th>Overall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Truthful intent (%)</td>
<td>False intent (%)</td>
</tr>
<tr>
<td>Truthful intent</td>
<td>72.0</td>
<td>28.0</td>
</tr>
<tr>
<td>False intent</td>
<td>21.9</td>
<td>78.1</td>
</tr>
</tbody>
</table>

### Table 7 | Discriminant analysis leave-one-out classification results—Experiment 2.

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predicted</th>
<th>Overall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Truthful intent (%)</td>
<td>False intent (%)</td>
</tr>
<tr>
<td>Truthful intent</td>
<td>68.0</td>
<td>32.0</td>
</tr>
<tr>
<td>False intent</td>
<td>21.9</td>
<td>78.1</td>
</tr>
</tbody>
</table>
findings seem to imply that different approaches and levels of cognitive effort are involved in carrying out a prospective memory task and that the different processes are reflected in the ocular measures.

The effect of arousal on eye blink behavior has been investigated by Tanaka (1999) who examined the changes in blink rate, amplitude, and duration as a function of arousal level and found differences between a high arousal vigilance task and a low arousal counting task. Thonney et al. (2005) used experimentally aroused emotions of remorse and guilt and examined the effect of eye blinking and electrodermal response on Guilty Knowledge Test accuracy. They found that eye blinking was diagnostic for only the treatment group but not as accurate as electrodermal measures.

These findings have implications for further research on both blink measures and determination of false intent. One issue involves the contribution of cognitive workload and arousal to the changes in blink behavior. Both have been shown to affect blink rate, and while recent research has suggested that such findings are due primarily to cognitive load, neither this work nor previous efforts (Fukuda, 2001; Leal and Vrij, 2008, 2010) have explicitly addressed this question. Thus, no definitive conclusions may be drawn regarding the specific contributions of arousal and cognitive load to the findings.

Another factor of interest is distinguishing false intent about future actions (i.e., plan to deliver object to contact) from lying about past actions (i.e., the mock crime). In a standard polygraph examination employing, for example, the Comparison Question Technique, participants are asked a series of questions, a subset of which are relevant to the past act, such as the mock crime. Here, participants were asked questions relevant to their upcoming actions—delivering an explosive device to a contact that would use it to cause a disturbance—to be completed in the future after the questioning. None of the questions referred to activities previously performed.

Vrij et al. (2011b) explicitly compared differences in verbal cues and detection accuracy between individuals lying about past activities and future intentions, and found a higher accuracy rate in determining false intent, although this may have been attributed to differences in how the observers scored the transcripts. One way to examine this effect explicitly using the current approach would be to present truthful intent participants with information about the mock crime without actual participation in it or possessing information regarding the future actions and compare the responses with those who committed the mock crime.

It might also be possible to add a third condition in which participants complete the mock crime in terms of obtaining the fuse lighter but are not told that it is to be delivered to a contact. Martin et al. (2011) found physiological differences in several parameters, including pupil diameter, between individuals who planned to participate in a malicious event after passing through screening, without first committing a mock crime or attempting to smuggle an illegal device, and innocent participants. Comparisons of the blink behaviors of this group with the group that intends to meet a contact could provide a direct comparison between lying about past actions and false intent. The findings presented here serve as an initial step toward determining the ability of using physiological measures to determine false intent as opposed to lying about previous acts.
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The Concealed Information Test (CIT) is a psychophysiological technique for examining whether a person has knowledge of crime-relevant information. Many laboratory studies have shown that the CIT has good scientific validity. However, the CIT has seldom been used for actual criminal investigations. One successful exception is its use by the Japanese police. In Japan, the CIT has been widely used for criminal investigations, although its probative force in court is not strong. In this paper, we first review the current use of the field CIT in Japan. Then, we discuss two possible approaches to increase its probative force: sophisticated statistical judgment methods and combining new psychophysiological measures with classic autonomic measures. On the basis of these considerations, we propose several suggestions for future practice and research involving the field CIT.

Keywords: concealed information test, field application, probative force, statistical judgment, combination of measures

OVERVIEW

The Concealed Information Test (CIT) assesses an examinee’s crime-relevant memory on the basis of differences in physiological responses between crime-relevant and crime-irrelevant items (Lykken, 1959). Although many studies have supported the validity of the CIT, it has not been widely used in field situations. There appear two reasons for its unpopularity. First, some examiners appear to prefer an alternative method termed the Control Question Test (CQT), even though the validity of the CQT has been seriously questioned (Ben-Shakhar, 2002). Second, the CIT is believed to be difficult to apply in non-laboratory field settings. In Japan, however, the autonomic-based CIT is routinely applied successfully in criminal investigations. Even so, CIT results have not been widely influential in court settings.

In this paper, we review the current status of the CIT in the field and laboratory studies, with the goal of outlining steps that can contribute to an increased probative value of the CIT in court. First, we review how Japanese examiners have tried to overcome the difficulties of the CIT for field application. Second, we review statistical methods that can be used to support judgments in field CIT applications, and investigate new measures that can be added to the current CIT implementations.

Throughout this paper, we will emphasize viewpoints relevant to field applications. In the field, an examinee is often not willing to take the test and does not comply with instructions. Therefore, in Japan, a classic autonomic-based CIT has been used, which simply consists of one crime-relevant item and several crime-irrelevant items and does not require an overt behavioral response. This paper will focus on how this existing field CIT can be expanded, but it will not review other alternative approaches. For example, other memory detection or lie detection tests that are still in the laboratory stage, such as the autobiographic implicit association test (Sartori et al., 2008), show promise but are outside of the scope of this paper.

CURRENT STATUS OF FIELD CIT

WHAT IS THE CIT?

The CIT, also known as the guilty knowledge test (GKT; Lykken, 1959), is used in criminal investigations to examine whether a person recognizes crime-relevant information that innocent people would not know. In the CIT, an examiner presents several items to an examinee, one of which is a crime-relevant item. The items are selected such that innocent examinees would not be able to distinguish the crime-relevant (critical) item from the crime-irrelevant (non-critical) items. Each item is presented once in a block and this block is repeated several times in different presentation orders. During the CIT, the examiner records physiological responses to the items. In the case that the responses do not differ between the critical and non-critical items, the examiner would infer that the examinee does not recognize the critical item. On the other hand, in the case that the responses differ between the critical and non-critical items, the examiner would infer that the examinee recognizes the critical item. Thus, the CIT can provide important forensic information for the police and the justice system, identifying individuals with key information about the crime. Such individuals may be guilty of committing the crime, or have other useful information about the crime if they were not the perpetrator.

The CIT is considered to have a solid scientific foundation, as many laboratory studies have demonstrated its effectiveness (for a review, see Ben-Shakhar and Elaad, 2003). Although published field data are relatively scarce (Elaad, 1990; Elaad et al., 1992; Hira
and Furumitsu, 2002; Osugi, 2010), the response pattern of the various physiological measures in field CITs are similar to those observed in laboratory CITs (i.e., skin conductance increase, heart rate decrease, respiration suppression, and finger pulse volume decrease for critical items as compared to non-critical items; Elaad, 1996; Elaad et al., 1992; Osugi, 2010; Verschueren et al., 2011).

**POTENTIAL PROBLEMS IN THE FIELD APPLICATION OF THE CIT**

To date, the CIT has not been widely used in field settings. This may reflect, in part, the belief that the CIT is difficult to apply in field settings for a variety of reasons (Krapohl, 2011). First, the CIT can produce false positive cases. Critical items that only a guilty person knows are sometimes difficult to find. Some innocent examinees may know the details of the crime through any number of means, including media reports and rumors (i.e., informed innocent examinees; for a review, see Bradley et al., 2011). Other innocent examinees may, via repeated interrogations or repetitions of crime details, come to have false recollections for crime-relevant items (Allen and Mertens, 2008). If these innocent examinees take the CIT, they would show different responses for critical and non-critical items, resulting in false positive outcomes. Second, the CIT is vulnerable to false negative outcomes. If critical items are selected that are not memorable to the perpetrator of the crime, it is unlikely to be recognized, thus producing a false negative outcome. Even if examinees do have crime-relevant memories and recognize the crime-relevant item, physiological differences sometimes might not be observed. For example, although skin conductance is typically measured in the CIT, one study reported that approximately one out of four people were electrodermal non-responders to orienting stimuli (Venables and Mitchell, 1996). Third, some studies have shown that the CIT is vulnerable to physical countermeasures (e.g., pressing the toes against the floor when non-critical items are presented) as well as mental countermeasures (e.g., counting numbers each time a non-critical item appears; for a review, see Ben-Shakhar, 2011). In the next section, we will introduce how Japanese CIT examinees have attempted to overcome these three problems.

**CURRENT FIELD USE OF THE CIT IN JAPAN**

In spite of the three problems outlined above, the CIT has been officially and systematically used in Japan for the last 50 years. About 100 trained examinees perform about 5,000 CITs per year (Osugi, 2011). All examinees (who are not investigators) belong to a forensic science laboratory of a prefectural police headquarters. The CQT (Reid, 1947) is no longer used. The results of the CIT have been accepted as evidence in court since the 1960s. Although Japan’s successful application of the CIT in the field has attracted attention from foreign researchers and examinees, not much has been written about how the potential problems for field use of the CIT have been addressed in Japan. Therefore, potential solutions are reviewed briefly below, and more details are available from Osugi (2011).

**Prevention of false positive cases**

Japanese CIT examinees make every effort to prevent false positive cases through every step in the process, from pre-exam preparation to the actual administration of the CIT. On a routine basis, an examiner advises criminal investigators to conduct the CIT at an early stage of the investigation in order to make it less likely that crime-relevant items become known to a wider audience over time. When an examiner is requested to conduct the CIT, he/she first consults with investigators. An examiner also checks media reports related to the crime and to the record of investigation. Furthermore, before conducting each CIT, an examiner presents all the items in the CIT to an examinee, and asks the examinee if there are items that he/she recognizes or feels different from the others. If the examinee points out the crime-relevant item, the examiner would not administer the CIT question about that item.

**Counter-countermeasures**

To guard against physical countermeasures, an examiner monitors an examinee’s behavior and his/her physiological responses carefully during the CIT. When the examiner thinks that the examinee is intentionally applying countermeasures (e.g., frequent body movements, sighs, or sniffling), he or she would instruct the examinee to refrain from such activities (Osugi, 2011). Although specific sensors to detect physical countermeasures have not been applied in Japan yet, it may be useful to introduce, for example, pressure-based sensors incorporated in the test chair and floor pads, which have been used in some other countries.

**Other attempts**

Examinees in Japan also use other procedures to get more accurate and/or informative results. First, examiners always conduct a pretest before asking about crime-relevant information. In the pretest, an examiner asks an examinee to memorize a number...
on a card in private and then presents several numbers including the memorized number. The pretest not only helps the examinee to understand the CIT paradigm, but also helps the examiner to know the physiological response pattern of the examinee when he or she recognizes an item. Considering the response pattern, the examiner conducts the subsequent CITs. For example, if the examinee showed high reactivity in skin conductance response in the pretest, the examiner judges the responses of subsequent CITs paying more attention to the skin conductance response.

Second, an examiner sometimes uses a searching CIT. The searching CIT is different from the typical CIT in that an examiner does not know which item is crime-relevant in advance. For example, if a weapon has been missing, an examiner can ask an examinee about the place where he/she abandoned a weapon, such as “Was a weapon abandoned in area A, area B, . . ., or area E?” Indeed, the judgment is more difficult for a searching CIT than for a usual CIT with known solutions, because the examiner has to judge not only whether the examinee has recognition but also which item the examinee recognizes. Additionally, in the case that the question items do not cover all possibilities, the finding of no physiological differences between items cannot support an examiner’s conclusion “the examinee does not recognize the crime-relevant item;” instead, this finding can only support the conclusion that “the examinee does not recognize any items in this question set.” But if an examiner develops an appropriate question set, the searching CIT can suggest potential new crime-relevant information of which even investigators have no knowledge. In the above example, if the responses differ between area A and other areas, the investigators will focus investigation on area A and consequently may find the missing weapon.

Third, in Japan, an examiner only decides on whether an examinee recognizes each crime-relevant item and never integrates the results of multiple CIT questions to judge whether the examinee is guilty or innocent. It is the investigators’ task, rather than the examiner’s task, to integrate the results across the CIT questions and evaluate the examinee’s likelihood of guilt. Some authors, however, have argued that examiners should integrate results across multiple CIT questions in order to obtain more statistically reliable and robust results (Ben-Shakhar and Elaad, 2002). However, Japanese examiners have maintained the approach of only adopting a judgment for each CIT question. One of the justifications for conducting the test in this manner is that it allows the examiner to clarify which items the examinee recognizes and which items the examinee does not. For example, in the case of a theft that was conducted by a group of perpetrators, information indicating whether the examinee knows each crime-relevant item may become a clue to reveal what role he/she played in the crime (e.g., a major culprit or just a lookout). Thus, treating results from each CIT question separately can facilitate investigations of cases involving multiple suspects, and provide details to guide and facilitate the investigators’ continuing inquiries for any type of case. Additionally, as described above, Japanese examiners sometimes use searching CITs; in such cases where an examiner does not know with certainty which alternative is the critical item for a given CIT question, it is difficult to integrate CIT results across questions.

Validity of the field CIT in Japan

One article has reported on field CIT datasets using the current polygraph system in Japan. Kobayashi et al. (2009) analyzed the data of 113 CIT questions obtained from 38 examinees (33 men and 5 women, mean age = 36.4, SD = 12.5). Subsequent investigations confirmed that all of these examinees recognized the critical items of these CIT questions. For each CIT question, the responses were compared between critical and non-critical items with a t test. If the p value did not exceed 0.10, the examinee was judged as recognizing the critical item. The correct detection rates were 52.5% for the skin conductance response, 49.5% for heart rate (average in 16–20 s after the item onset), 38.1% for respiration line length (average in 0–15 s), and 26.2% for normalized pulse volume (average in 6–10 s). It should be noted that these values are correct detection rates (i.e., sensitivities) for individual CIT questions using a single measure. Although Kobayashi et al. did not report the data, combining the various physiological measures should increase the overall detection rate. In the actual field CIT, examiners arrive at a conclusion by combining all of the available measures. In addition, to address the specificity of the CIT (i.e., how well each measure correctly indicates non-recognition of critical items when examinees do not have recognition), a larger dataset including both guilty and innocent subjects would be required.

IMPROVING THE PROBATIVE FORCE OF THE CIT IN COURT

Although the CIT has been widely used for criminal investigations and its results have been sometimes accepted as evidence in court in Japan, the CIT results are not considered sufficiently strong that they typically directly affect the outcomes in court. To improve the probative force of the CIT, we believe the following two approaches are most promising.

The first approach is to use statistical methods to interpret the results. In field use of the CIT in Japan, CIT results are mainly derived through the examiners’ visual inspections (Osugi, 2011). If the judgment is underpinned by statistical methods, the CIT results would become more convincing for judges. Moreover, such an approach is well-justified in the literature: statistical actuarial judgment has greater reliability and validity than judgments based on visual impressions (Dawes, 1979). In laboratory studies, Lykken’s scoring and z-score averaging have been commonly used for decision-making (Meijer et al., 2011). Lykken, 1959 scoring is based on the rank of the critical item among all items in descending order of the response values. Z-score averaging uses the average standardized response value across blocks and measures (Ben-Shakhar, 1985). Although these two methods are simple and clear, they do have drawbacks. We will review these two methods critically and compare them with other proposed methods below.

The second approach is to add new measures to current field CIT to increase its accuracy. In the current field CIT, heart rate, skin conductance, respiration, and pulse volume are recorded. New measures can be introduced either by improving quantification methods of currently recorded responses or by recording new response channels, such as reaction time, facial responses, activations using functional magnetic resonance imaging (fMRI), and features of the electroencephalogram (EEG) and event-related...
potential (ERP). We will review these new measures and evaluate these from the viewpoint of field application.

**STATISTICAL EVALUATION METHODS**

Here, we review statistical methods that have been used in previous studies. First, we review standard statistical methods such as Lykken’s scoring and z-score averaging. We then review five other proposed methods: logistic regression discrimination, latent class discrimination, Bayesian classification, multivariate normal distribution discrimination, and dynamic mixture distribution discrimination. Finally, we outline recommendations for their use.

**Standard statistical methods**

Lykken’s scoring method. This is a traditional discrimination method proposed by Lykken (1959; Figure 1). This method assigns a score of 2 if the critical item elicited the largest response, a score of 1 if the critical item elicited the second largest response, and a score of 0 otherwise in each block. If the average of the scores across blocks exceeds a threshold, it is judged that the examinee recognizes the critical item.

Lykken’s scoring method has several advantages. First, this method is very practical. It can be used without quantification and parameter estimations. Second, because responses are ranked within each block, correction is not required even if physiological levels change between blocks as a result of habituation.

However, Lykken’s scoring method has its drawback: this method does not take into account quantitative differences between responses to critical and non-critical items (Meijer et al., 2011). For example, even when the response to the critical item might be three times as large as the next largest response, the score would be the same as when it is only slightly larger.

Z-score averaging. Z-score averaging is widely used in laboratory studies to capture quantitative differences between items (Ben-Shakhar, 1985; Figure 1). In this method, a response to each item is first standardized using the mean and SD of each measure within a block. The aim of the standardization is (1) to cancel out the differences in physiological levels among blocks and (2) to treat multiple measures that have different units in the same dimension. If a measure typically decreases to a critical item (e.g., heart rate, respiration, or pulse volume), its z-score is multiplied by $-1$.

The scores for the critical item are then averaged across all blocks and all measures. We then judge whether the averaged z-score is significantly high enough to exceed typical cut points using the standard normal distribution. This method needs no parameter estimation a priori and thus is easy to apply to field CIT.

However, this method has two disadvantages. First, this method assumes that for every subject, all measures respond in the normative expected direction. It thus does not consider individual differences in response patterns. The physiological measures that respond distinctively between critical and non-critical items are sometimes different between examinees (Matsuda et al., 2006). For example, Osugi (2011) reported results from field data in which a guilty examinee showed constant distinctive responses only in respiration. In such a case, with an increasing number of measures, the average z-score will become smaller and thus might lead to a false negative. Second, this method does not consider the differences in general accuracies among measures. For example, in laboratory studies, accuracy is usually higher for skin conductance than for other measures (i.e., heart rate, respiration, and pulse volume; e.g., Ben-Shakhar and Elaad, 2003; Gamer et al., 2006, 2008b). However, with z-score averaging, all measures are weighted equally. It might be preferable if each measure were weighted according to its accuracy.

**Proposed statistical methods**

To overcome the disadvantages of z-score averaging, other statistical methods have been proposed: logistic regression discrimination, latent class discrimination, Bayesian classification, multivariate normal distribution discrimination, and dynamic mixture distribution discrimination. We will explain these methods below and in Figure 2, and evaluate these methods from the viewpoint of field application. In particular, we will focus on whether a new method overcomes the limitations of z-score averaging.

Logistic regression discrimination. This method considers the differences in accuracy among measures by allocating a weight to the z-score of each measure (Gamer et al., 2006, 2008b; Figure 2A). The weights are acquired from the CIT datasets of previous examinees, where ground truth has already been established. Each weight reflects the effectiveness of the measure for estimating recognition. If these weights are all 1, the result will be the same as the one of z-score averaging.

This method is practical and widely used in various research domains. If the sample size is large, the weight parameters will be estimated quite stably.
Figure 2 | Illustrations of the five proposed statistical discrimination methods. Z_HR, a z-score of heart rate; Z_SCR, a z-score for skin conductance response; Z_PV, a z-score for pulse volume; p, probability.

(A) The logistic regression method is similar to z-score averaging, but each z-score is weighted according to the accuracy of the measure estimated from previous datasets. (B) The latent class discrimination method is a two-layer model of the logistic regression method. There is an appropriate regression formula for each class, and the result of the regression formula is summed across classes with a weight of the likelihood of an examinee belonging to a class according to his/her pretest result. (C) The Bayesian classification method calculates the probability of recognition by multiplying prior probabilities and the probabilities that a standardized response value of each measure exceeds/does not exceed a threshold in the recognition condition. Here is the case that a participant’s heart rate change and skin conductance response exceeded the threshold, while his/her pulse volume did not exceed the threshold. (D) In the multivariate normal distribution method, a guilty model (two-distribution model) and an innocent model (one-distribution model) are applied to the obtained responses in a CIT (each small circle represents a response to a critical (yellow) or a non-critical (white) item). The better fitted model will be selected. (E) The dynamic mixture distribution method uses time series and is an extended version of the multivariate normal distribution method. In this method, a guilty model (representing time series with a mixture of three distributions) and an innocent model (representing time series with a mixture of two distributions) are applied to the obtained time series in a CIT. The model that fits the time series best is selected.
On the other hand, this method does not sufficiently consider individual differences in response patterns. This is because the parameters are calculated to be fitted to the normative response pattern. Similar to z-score averaging, if a guilty examinee shows distinctive responses only in a small number of measures, this method might produce a false negative. Additionally, the logistic regression method may underperform the z-score averaging if the sample size is not large enough to reliably estimate the parameters (c.f., Dawes, 1979).

**Latent class discrimination.** This method is an extended version of the logistic regression model that considers individual differences in response patterns. As mentioned before, in the field CIT, an examiner conducts a pretest using cards to capture the response pattern of an examinee. However, the results of the pretest are not considered in most statistical methods. Therefore, Matsuda et al. (2006) proposed the latent class discrimination method (Figure 2B). In this method, previously obtained examinees are grouped into several classes, for each of which a discriminant formula (e.g., logistic regression formula) is calculated and fit to the response pattern of the examinees belonging to that class. It is then estimated if a given examinee recognizes a critical item using the following process. First, the probability that the examinee would recognize the critical item is computed by applying the discriminant formula of each class to his/her standardized response values. Second, the probability that the examinee belongs to a class is computed by using his/her pretest data. Finally, the recognition probability is calculated by summarizing each class’s recognition probability across all classes with a weight of the probability for the class that the examinee belongs to. In this manner, each examinee can be distinguished through his/her response pattern.

This method considers several response patterns as latent classes. In addition, the accuracies of the measures have been reflected as parameters of a discriminant formula in each class. Moreover, these parameters can be estimated stably with a large dataset of previous examinees.

However, factoring in the pretest data can also become a drawback in practical applications. In Japan, about 5–6 CITs are typically conducted after the pretest. It takes about 2 or 3 h to finish all the CITs (Osugi, 2011). Therefore, a response pattern may change from the pretest to the last CIT for an examinee. In addition, this method is based on a more complex, hierarchical model, and consequently needs to estimate more parameters than the logistic regression method. This implies that the latent class discrimination method requires a larger dataset than the logistic regression method for parameter estimation.

**Bayesian classification.** This method combines multiple measures by using computations based on Bayes’ theorem (Allen et al., 1992; Figure 2C). This approach calculates the probability that an examinee recognizes an item using (1) the sensitivity/specificity of each measure (i.e., the probability that a response value exceeds (or does not exceed) a threshold in the condition that an examinee recognizes (or does not recognize) the item) and (2) a prior probability (i.e., the probability that the examinee shows the distinctive response by chance to each item, which is determined by the number of items in the test). This method also uses a within-subjects standardization, so that large individual differences in response magnitude are eliminated, and the pattern of responses across critical and non-critical items is retained. First, for each standardized measure, the sensitivity, specificity, and threshold are calculated from a previously obtained dataset. The standardized response value of a given examinee is then compared to the threshold. If the response value exceeds (or does not exceed) the threshold, the sensitivity (or 1—specificity) is entered into Bayes’ formula to calculate recognition probability. Similarly, the specificity or 1—specificity can be entered into Bayes’ formula to calculate the probability of a failure to recognize crime-relevant items.

As this method treats responses as binary data – that is, whether a response exceeds the threshold or not – quantitative differences between items are not fully captured with this method. On the other hand, thanks to dealing with binary values, this method is not excessively affected by outliers. Controlling the influence of factors that will produce outliers is difficult in the field situation as compared with the laboratory situation. For this reason, for field CIT applications, the Bayesian classification may be preferred to the other statistical methods.

**Multivariate normal distribution discrimination.** In contrast to logistic regression, latent class discrimination, and Bayesian classification, which require previously obtained data to estimate their parameters, the multivariate normal distribution method requires only the CIT results of the current examinee (Adachi, 1995; Figure 2D). If the examinee recognizes a critical item, the distribution of the responses should differ between critical and non-critical items (i.e., guilty model). In contrast, if the examinee does not recognize the critical item, the distribution should not differ between critical and non-critical items (i.e., innocent model). Both the guilty model and the innocent model are applied to the given responses in the CIT. If the guilty model better fits the responses than the innocent model, the examinee is judged as recognizing the critical item.

This method only requires that responses to critical and non-critical items differ, and does not require a previous dataset. In addition, this method has no assumptions of typical response patterns. Therefore, it can deal with various response patterns, even if the response pattern is very different from the typical normative pattern.

However, with this method, we can estimate model parameters (i.e., mean and SD of distributions) only from the given data. The sample size is thus the number of repetitions; for example, if each item is repeated five times, the sample size is five, which is too small to be used to estimate stable parameters. In addition, although the accuracy of each measure can be calculated based on previous datasets, this method does not use previous datasets. Therefore, the differences in accuracy between measures cannot be taken into account.

**Dynamic mixture distribution discrimination.** In order to estimate stable model parameters by using only the given data, the extended version of the multivariate normal distribution method – the dynamic mixture distribution method – was developed (Matsuda et al., 2009a; Figure 2E). Similar to the multivariate normal distribution method, this method prepares a guilty model and an
innocent model, but applies these models to time series data. The guilty model represents the response time series using three distributions: a non-response distribution corresponding to the base level, a critical response distribution corresponding to responses to the critical item, and a non-critical response distribution corresponding to responses to the non-critical items. In contrast, the innocent model represents the response time series using two distributions: a non-response distribution and a pooled critical/non-critical response distribution corresponding to responses to both critical and non-critical items. The guilty and innocent models are applied to the time series of the CIT data. If the time series is more compatible with the guilty model than with the innocent model, the examinee is judged as recognizing the critical item.

Similar to the multivariate normal distribution, this method requires no previous dataset and no assumption of typical response patterns. Therefore, this method is very flexible and can easily accommodate individual differences in response patterns, even if an individual’s response pattern is very different from the typical normative response pattern. Additionally, because time series data are used, stable model parameters may be estimated with the typical number or repetitions in the CIT.

However, since this method does not depend on previous datasets, the accuracy of each measure cannot be taken into account. Furthermore, this method requires complex calculations for parameter estimations (i.e., Gibbs sampler). Given current technology, it takes at least about 10 min to finish the calculation of the parameters. If the calculation algorithm is improved, this method might be ideally suited to field CIT use.

Summary of statistical methods
Table 1 summarizes the advantages and disadvantages of the various statistical methods. As the table shows, a perfect statistical method does not exist. More studies are required to continue to improve existing methods.

However, the most promising method at present would appear to be the latent class discrimination method or the dynamic mixture discrimination method. Table 1 shows the methodological advantages of the latent class and dynamic mixture distribution methods as compared to the other methods, recognizing that their parameter calculations are complex. Furthermore, superiority of these two methods in terms of discrimination performance was demonstrated empirically (Matsuda et al., 2009a). In this study, 19 guilty participants were discriminated from 15 innocent participants by using the logistic regression, latent class, multivariate normal distribution, and dynamic mixture distribution methods. The discrimination performance was higher for the latent class and for the dynamic mixture distribution methods than for the logistic regression and the multivariate normal distribution methods. Of course, this result should be verified by using larger number of field CIT datasets. In addition, their discrimination performance should be also compared with that of the Bayesian classification method, which is expected to be robust in the face of outliers.

Methods requiring previously obtained datasets may have limited utility for filed CIT applications. Such methods (i.e., the logistic regression, latent class, and Bayesian discrimination methods) require the parameters to be estimated from the field CIT data for which valid ground truth data are available for each examinee. However, the exact confirmation of this knowledge is very difficult to obtain in the field situation, since it is difficult to know with absolute certainty who is guilty and who is innocent in a field case. It may take a rather long time to collect a sufficient number of appropriate field datasets for parameter estimation. If the parameters are estimated from an insufficient number of field samples, these methods may underperform the simple z-score averaging (Dawes, 1979). In contrast, methods that require only the current dataset (i.e., the multivariate normal distribution and dynamic mixture distribution method) have a strong advantage for field use since they do not require a previously obtained dataset. But this also indicates that the latter methods may be more influenced by missing values and measurement artifacts than the former methods. Even when adopting the latter methods, evaluating their generalizability will require using a field dataset.

ADDITIONAL MEASURES
In order to improve the probative force of the CIT in court, it would be also promising to use additional measures that can potentially increase the accuracy of the CIT. The current field CIT, that is based on measures of autonomic responses (i.e., skin conductance, heart rate, respiration, pulse volume), has been working well so far in Japan. Therefore, it would be more promising to add new measures

Table 1 | Comparison of statistical methods in terms of features that are important for field application.

<table>
<thead>
<tr>
<th>Statistical method</th>
<th>Flexibility for individual differences</th>
<th>Consideration of accuracy differences among measures</th>
<th>Need of previous dataset for parameter estimation</th>
<th>Stability of parameter estimation</th>
<th>Complexity of model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard: Z-score averaging</td>
<td>Low</td>
<td>No</td>
<td>No</td>
<td>No parameters</td>
<td>Low</td>
</tr>
<tr>
<td>(A) Logistic regression</td>
<td>Low</td>
<td>Yes</td>
<td>Yes</td>
<td>Stable</td>
<td>Medium</td>
</tr>
<tr>
<td>(B) Latent class discrimination</td>
<td>High (assumed subgroups having different response patterns)</td>
<td>Yes</td>
<td>Yes</td>
<td>Stable</td>
<td>High</td>
</tr>
<tr>
<td>(C) Bayesian classification</td>
<td>Medium</td>
<td>Yes</td>
<td>Yes</td>
<td>Stable</td>
<td>Medium</td>
</tr>
<tr>
<td>(D) Multivariate normal distribution</td>
<td>High (no assumption of a typical response pattern)</td>
<td>No</td>
<td>No</td>
<td>Unstable</td>
<td>Medium</td>
</tr>
<tr>
<td>(E) Dynamic mixture distribution</td>
<td>High (no assumption of a typical response pattern)</td>
<td>No</td>
<td>No</td>
<td>Stable</td>
<td>High</td>
</tr>
</tbody>
</table>
to the autonomic-based CIT instead of altering the current field CIT completely to use alternative measures. In this section, we will review additional CIT measures that can be obtained by using two approaches. The first approach is to refine the quantification of the classic autonomic responses. The second approach is to implement new physiological measures to augment the autonomic responses used currently.

Quantification of new/refining aspects of autonomic responses

The Improvement of current quantification methods is a simple way to increase accuracy of the current test. Here, we will review some examples of how quantification might be refined.

Respiration. Respiration has been operationalized as respiration line length in almost all CIT studies (for a review, see Gamer, 2011a). The respiration line length is defined as the sum of the moving distances of the respiration curve in a specified time interval. The respiration line length decreases when respiration is suppressed (i.e., shorter respiratory time and smaller amplitude), and thus is a good measure for the CIT. However, the line length is biased by how the parts of the respiratory cycles are included in the time interval. To account for this bias, Elaad et al. (1992) shifted the starting point of the time interval slightly, calculated the line length for each shift, and then averaged the line lengths for all shifts. However, even this method cannot remove the bias completely (Figure 2 in Matsuda and Ogawa, 2011).

To fully resolve this bias problem, a new quantification method – a weighted average respiration line length – has been recently proposed (Matsuda and Ogawa, 2011). This method calculates the respiration line length per cycle, weights it with the proportion that the cycle occupies in the time interval, and then averages the weighted line lengths across all cycles involved in the time interval. The discrimination performance was significantly better for the weighted average respiration line length than for the traditional respiration line length.

Moreover, there is an undeniable possibility that changes in respiratory rate and amplitude are elicited independently in the CIT. To extract more precise information from respiration, respiratory rate, and amplitude could be measured separately. In order to quantify these, the use of the weighted average method would be preferable (e.g., Matsuda et al., 2009a).

Pulse volume. Recently, pulse volume has been quantified as finger pulse waveform length in a way similar to that of respiration line length (Elaad and Ben-Shakhar, 2006; Vandenbosh et al., 2009). The finger pulse waveform length can reflect both pulse rate and amplitude information. As mentioned above, the line length is affected by which proportion of a cycle is included. However, the effect of this bias is much smaller for pulse volume than for respiration, because the cycle time of a pulse is much shorter. On the other hand, since heart rate is computed with an electrocardiogram in Japan, the measurement of finger pulse volume length is redundant.

In Japan, normalized pulse volume has been applied to the field CIT to evaluate vascular tone more accurately. The normalized pulse volume is computed per pulse cycle by dividing the amplitude of the cycle by the average voltage during the cycle. The normalized pulse volume is advocated as a more valid measure for the assessment of vascular tone than the usual pulse volume (Sawada et al., 2001). The validity of the normalized pulse volume has also been confirmed in a CIT study (Matsuda et al., 2009a).

Adding new measures

New physiological or behavioral measures can be recorded in addition to autonomic responses in the field, particularly if the recording is easy and stable. Here, we will review reaction time, facial features, fMRI activations, and EEG/ERP features.

Reaction time. One possible measure that has been considered is reaction time after item onset (for a review, see Verschuere and De Houwer, 2011). Some studies reported high accuracy of individual classification using reaction time. For example, Allen et al. (1992) reported a sensitivity of 0.950 and the specificity of 1.000.

However, in the current situation in the field, there may be problems with using reaction time. First, reaction time can be controlled intentionally. It might therefore be easier to use countermeasures that affect reaction time than those that affect autonomic responses. In fact, some studies use the response time as a measure of countermeasures (Rosenfeld et al., 2008; Winograd and Rosenfeld, 2011). Second, it is uncertain whether examinees would follow the instructions, such as “respond as quickly and accurately as possible.” Unlike the autonomic-based CIT, a reaction-time task requires examinees to respond actively. Even when examinees are innocent, however, they may not take the test willingly and thus may not cooperate. In addition, attributes of field examinees are more diverse than those of participants in laboratory studies. For example, elder examinees have slower and more variable reaction-times, which might render this measure less useful in some populations.

Despite these limitations, research might profit from further examination of reaction time in the CIT. It is an easily obtained measure, and individual differences in response times might not be of concern if quantified using within-subject metrics (z-scores). Moreover, it might be possible to identify reaction-time response patterns that would suggest when reaction time can, and when it cannot, provide useful information.

Facial features. Facial expressions have potential as a measure in current field CIT examinations. Because a face is usually not covered, it is easy to record the information without attaching special electrodes (i.e., with a remote-sensing technique).

It is well-known that lie detection can make use of facial muscle activity (Ekman, 2001). However, as far as we know, no study has reported the use of facial muscle changes in the CIT, but automated Facial action coding system (FACS; Littlewort et al., 2011) might make this an easy possibility to explore further. On the other hand, facial skin surface temperature has been measured in the CIT (Pollina et al., 2006). In this study, the temperature increased for critical items compared to non-critical items in a region below the eyes. Its individual classification result was a sensitivity of 0.917 and a specificity of 0.917.

Information related to the eyes has also been applied to the CIT. Startle eye blinks reduced more for critical items than for
non-critical items (Verschueren et al., 2007). Temporal distributions of blinks differed between critical and non-critical items (Fukuda, 2001). Pupil sizes increased more for critical items than for non-critical items (Bradley and Janisse, 1981; Lubow and Fein, 1996). Lubow and Fein (1996) reported a sensitivity of 0.50–0.70 and a specificity of 1.00 using pupil sizes.

Thus a variety of facial measures show some promise for use in the CIT, but none have been extensively researched. Therefore, future research should determine if use of these facial measures can increase the validity of the current autonomic-based CIT.

fMRI. Recent research has utilized fMRI in CIT-like experiments (for a review, see Gamer, 2011b). Nose et al. (2009) reported the accuracy of fMRI in the CIT: the sensitivity was 0.84 and the specificity was 0.84. However, the use of fMRI in the field would be difficult at the present time. First, the equipment for fMRI is expensive and not portable. Second, examinees must be extremely cooperative as they are not able to move during the fMRI scanning and would have to tolerate the noise during the test. Third, some examinees could not be tested if they have metal in their bodies that would make fMRI unsafe. Although technical improvement of recordings and analyses are expected in future research, fMRI measures may inherently carry no more or no less weight than other measures used in the CIT.

EEG/ERPs. Many laboratory studies have measured EEG during the CIT and reported significant differences in ERP components between critical and non-critical items, especially P3 amplitudes (Rosenfeld et al., 1988; Farwell and Donchin, 1991; Allen et al., 1992; Rosenfeld, 2011). A recent meta-analysis showed that the P3 measure is more effective than the traditional autonomic measures in detecting participants’ concealed knowledge: Cohen’s $d$ was 2.55 for the P3 amplitude and 1.72 for skin conductance response (Ben-Shahar and Meijer, 2012). This result is similar to that of Allen and Iacono (1997), in which they compared the area under ROC curve from their ERP data to published skin conductance data. The increase of the P3 amplitude is thought to reflect the significance of the critical item.

Due to the progress of recording and analysis techniques it has become easier to measure EEG in field situations. In fact, an EEG can be recorded with a polygraph system currently used in field CIT in Japan, although the stimulus presentation/control system for it has not been equipped yet. A recent study measured ERPs under the standard protocol of the autonomic-based field CIT (Matsuda et al., 2011). This study showed that late positive potential significantly differed between critical and non-critical items, even when each item was presented only five times. Importantly, including the late positive potential improved the discrimination performance of the standard autonomic-based CIT. Furthermore, Rosenfeld (2011) have proposed a new protocol of the ERP-based CIT in order to make the test resistant to countermeasures (“complex trial-based CIT”), and have reported high accuracies. Collectively these studies indicate that features of the ERP would be promising additions to the field CIT.

Moreover, although most studies quantified EEG in the time domain, some recent studies focused on information in the frequency domain (Abootalebi et al., 2006, 2009; Zhao et al., 2011). These studies show that differences in wavelet features can reflect the differences between critical and non-critical items. Furthermore, the frontal asymmetry of left and right EEG alpha power may have promise as a new measure. Frontal EEG asymmetry is an index of the basic emotional dimension of approach versus withdrawal (Coan and Allen, 2004). In the CIT, relative right frontal alpha activity was significantly lower for critical items than for non-critical items (Matsuda et al., submitted). This result suggests that the critical item would elicit withdrawal-oriented motivation and emotion, which may be an additional indicator of recognition of the critical item.

SUMMARY

In the present paper, we reviewed how the CIT has been used for field criminal investigations in Japan, and suggest that with appropriate training and institutional support, the CIT can frequently be used in field applications. We also reviewed various statistical methods and potential new measures, which may contribute to improved validity and increased probative value of the CIT. We suggested that more studies of these various statistical methods are required before applying the statistical methods in the field. We also highlighted the promise of adding new quantification of existing measures and adding new measures such as EEG/ERP indices to the current field CIT. It should be an immediate goal of the Japanese CIT examiners and researchers to improve the probative value of the field CIT by introducing statistical judgment methods and then adding new measures to the current CIT.

Despite improvements in measures and statistical assessment, it is important to remember that the CIT is not a test to judge whether an examinee is guilty or innocent. The CIT can show only with relatively high probability whether the examinee recognizes the crime-relevant item. The examinee may have obtained crime-relevant information by any number of means, only one of which is by being the perpetrator of the crime, while others include accidental exposure via media or interrogations, or exposure via a relationship with the perpetrator of the crime; a good examiner of course pays close attention to remove these possibilities. However, the CIT result can be used as one scientific indicator of whether an individual may have been involved in the crime. Given the fundamentally sound paradigm of the CIT, and the promise of improvements using more sophisticated statistics and additional measures, we hope that the use of the CIT will increase, with Japan’s implementation serving as a useful model.
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Advancing lie detection by inducing cognitive load on liars: a review of relevant theories and techniques guided by lessons from polygraph-based approaches

Jeffrey J. Walczyk *, Frank P. Igou, Alexa P. Dixon and Talar Tcholakian

This article critically reviews techniques and theories relevant to the emerging field of “lie detection by inducing cognitive load selectively on liars.” To help these techniques benefit from past mistakes, we start with a summary of the polygraph-based Controlled Question Technique (CQT) and the major criticisms of it made by the National Research Council (2003), including that it not based on a validated theory and administration procedures have not been standardized. Lessons from the more successful Guilty Knowledge Test are also considered. The critical review that follows starts with the presentation of models and theories offering insights for cognitive lie detection that can undergird theoretically load-inducing approaches. This is followed by evaluation of specific research-based, load-inducing proposals, especially for their susceptibility to rehearsal and other countermeasures. To help organize these proposals and suggest new direction for innovation and refinement, a theoretical taxonomy is presented based on the type of cognitive load induced in examinees (intrinsic or extraneous) and how open-ended the responses to test items are. Finally, four recommendations are proffered that can help researchers and practitioners to avert the corresponding mistakes with the CQT and yield new, valid cognitive lie detection technologies.

Keywords: cognition of deception, cognitive lie detection, rehearsed deception, polygraph, inducing cognitive load

The seemingly disparate fields of “polygraph-based lie detection” and “research and theory on social-cognitive aspects of deception” seldom communicate. Still, lessons from the former may benefit attempts made from the latter perspective to detect lies. A goal of this critical review is to advance a new research area of the social-cognitive perspective, “lie detection by inducing cognitive load selectively on liars,” to develop on valid theoretical grounds and avoid other pitfalls that hampered the Controlled Question Technique (CQT), a questioning paradigm used with the polygraph. To this end, the CQT is summarized and major criticisms of it made by the National Research Council (2003) are shared. Some of them are that it is not based on a valid theory and is highly susceptible to countermeasures. Also summarized is the more successful polygraph-based Guilty Knowledge Test (GKT, a.k.a. the Concealed Knowledge Test), which overcomes many of these concerns (Lykken, 1998). With these lessons in mind and to help load-inducing lie detection efforts to develop on valid theoretical grounds, the critical review begins with discussion of models and theories relevant to the cognition of deception for their insights on cues to deception. Next, we consider the specific proposals appearing in the literature that try to make it cognitively more difficult to lie than to tell the truth, especially for their susceptibility to countermeasures. Then, a taxonomy of load-inducing lie detection is presented to organize these proposals and open up new research avenues. Coming full circle, we conclude with four recommendations for researchers and practitioners to avoid the corresponding problems with the CQT.

SUMMARY OF POLYGRAPH-BASED LIE DETECTION: ITS USES, PITFALLS, AND SUCCESSES

This section is not part of the review. Rather, it is a summary of certain aspects of polygraph-based lie detection. Critical reviews in this area are available elsewhere (e.g., Lykken, 1998; National Research Council, 2003). The polygraph is a device that continuously records psycho-physiological arousal as assessed by pulse rate, blood pressure, respiration rate, and skin conductivity, which has been applied to uncover deception. The most common questioning paradigm used with it for detecting lies is the CQT. In a typical test, an examinee is given a pretest interview for gathering information that can serve as the basis for control questions. Once questions are chosen, the examiner will preview them with the examinee to ensure that the questions are understood and do not surprise the examinee when asked later. During the exam, irrelevant questions are asked such as “What is your name?” along with control questions that most people tend to lie to. For example, “Have you ever stolen anything from the workplace?” Finally, relevant questions probe the issue central to the exam (e.g., “Did you kill . . .?”). The questions usually elicit brief answers. A liar is hypothesized to show more arousal to relevant questions than to control questions, whereas an innocent individual (truth teller)
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should show more arousal to control questions than to relevant questions (Lykken, 1998). Law enforcement and federal agencies in the USA use the CQT as a screening device for hiring and retaining employees and as a tool for criminal investigations. The CQT has been used to verify victim’s statements, evaluate the veracity of witnesses, and to exonerate suspects. Still, test results are largely inadmissible in US courtrooms (National Research Council, 2003).

The validity of the CQT has been challenged in a 2003 report by a distinguished panel of scientists of the National Research Council, which reviewed all available scientific studies and offered several criticisms. Among the most serious, the administration procedures for the CQT have not been standardized. The paradigm has a high rate of false positives (honest individuals misclassified as liars), is highly susceptible to countermeasures, and the results of examinations are subjectively scored. The criticism most germane here is that the CQT is not based on a theory of deception that has been validated. For instance, an assumption central to the CQT, that lying causes more sympathetic nervous system arousal than truth telling, is unsubstantiated. The panel called for research on alternatives. Many of these criticisms are translated later in this article into specific recommendations for advancing cognitive load-inducing lie detection techniques in ways that overcome these criticisms.

Partly in response to the validity concerns with the CQT, the GKT was proposed. It is a questioning paradigm that can be used with the polygraph to uncover the false denials of examinees by exposing whether they possess “guilty knowledge”, presumably resulting from their participation in a crime (Lykken, 1998). During a GKT, the examinee is presented with multiple-choice questions, each having one relevant alternative (correct answer) and several neutral alternatives (plausible distractors). The latter should be chosen such that an innocent person could not discriminate them from the relevant alternative (Lykken, 1998). An example of a relevant question is “How was the victim killed?” with the response alternatives of “shot,” “stabbed,” “struck,” “strangled,” or “poisoned.” This question could be re-asked multiple times, along with other questions probing different aspects of a crime scene. The examinee does not even need to answer. If heightened arousal occurs consistently to relevant responses, then the examinee may be concealing knowledge as the perpetrator. The GKT assumes that innocent examinees could not have acquired guilty knowledge indirectly and that guilty examinees encoded guilty knowledge and have retained it (Elaad, 1990).

Some validity concerns with the CQT were resolved in the GKT, including more standardization of the procedure, more appropriate control alternatives, fewer false positives, and a stronger theoretical basis (Lykken, 1998; Carmel et al., 2003). Also, beyond the psycho-physiological measures of the polygraph, guilty knowledge has been demonstrated with the diverse cues of response time (Seymour et al., 2000; Seymour and Kerlin, 2008; Seymour and Fraynt, 2009), event-related potentials (Rosenfeld et al., 1988, 2006), and pupil dilation (Dionisio et al., 2001), among others. The relative success of the GKT also offers lessons for the development of load-inducing lie detection techniques, especially that they should be based on a valid theory. Still, the GKT is limited in the deception it can uncover to the false denials of those possessing guilty knowledge.

MODELS/THEORIES ADVANCING UNDERSTANDING OF THE COGNITION OF DECEPTION

Recalling that the CQT is not based on a validated theory of deception, we next review models and theories offering insights on the cognition of deception to help new load-inducing lie detection techniques to advance on solid theoretical ground. As will be discussed later, most of them lack such a foundation. Some accounts were proposed to explain social aspects of deceit, but offer important cognitive insights.

SELECTED ACCOUNTS UNDERGIRDING THE GUILTY KNOWLEDGE TEST

Various theoretical accounts of how the GKT works have been proposed. Two are particularly relevant to the cognition of deception. The first, Orienting Response Theory, focuses on attentional processes. According to it, individuals tend to orient and attend carefully to environmental stimuli that are novel or emotionally significant to them, thereby preparing themselves to respond adaptively as necessary (Sokolov, 1963). Applied to the GKT, an orienting response naturally occurs in guilty examinees on exposure to relevant knowledge, as evidenced, for instance, by a lowering of heart rate, but not to neutral alternatives (Verschuere et al., 2010). It can manifest behaviorally in longer response times to process a stimulus (Seymour et al., 2000) and in other ways. A defensive response to a relevant option is also possible if an examinee feels threatened, characterized by increased heart rate and by other signs of arousal. The orienting response to guilty knowledge is hypothesized to be automatic and hard to suppress (Lykken, 1998).

Seymour (2001) proposed a memory-based alternative to Orienting Response Theory called the Parallel Task Set (PTS) model, which explains the “guilty knowledge effect” via response competition. PTS holds that an examinee’s responses to the alternatives of a question of the GKT consist of the following: memory processes, response selection, response preparation, and motor execution. These four components comprise a task set. Two task sets are hypothesized to occur independently and in parallel for each question. The familiarity task set occurs quickly and involves automatic priming mechanisms. The recollection task set, on the other hand, occurs more slowly, is under conscious control, and draws on cognitive resources. In the case of the relevant alternative, two inconsistent response requests can be received by a particular response processor (e.g., that controlling verbal utterances). In this case, the one received from the familiar task set is for a truthful response while another from the recollection task set is for a deceptive response. One response can also be received while the other response is underway. In both cases, response conflict occurs. Hiding guilty knowledge is postulated to activate conflict resolution, which involves the examinee overriding the familiar response and executing the intended response of denying the guilty knowledge. This model explains the longer response times needed to do so as resulting from the additional processing steps of the recollection task set and the resolution of response conflict. The general insights that the PTS model offers for lie detection are to underscore the centrality of memory processes in deception and truth
telling and the fact that the inhibition of a familiar response is often part of deception. Both accounts of the GKT imply that the possession of guilty knowledge manifests in implicit memory measures, which are subtle and hard to hide (Anderson, 2000).

FOUR-FACTOR THEORY
Zuckerman et al. (1981) proposed the influential Four-Factor Theory of deception. It postulates that deception involves (a) generalized arousal, (b) anxiety, guilt, and other emotions accompanying deception, (c) cognitive components, and (d) liars’ attempts to control verbal and non-verbal cues to appear honest. Although these authors speculate that lying imposes greater cognitive load than truth telling, which can result in longer response times, more pupil dilation, and in other signs of load, the theory does not detail the cognitive mechanisms of lying. Still, it highlights the complex, multidimensional nature of deception, and the many types of behavior (e.g., cognitive, physiological, emotional) that are potential cues.

INTERPERSONAL DECEPTION THEORY
Interpersonal Deception Theory (Buller and Burgoon, 1996; Burgoon and Buller, 2008) focuses on the dynamic, interdependent nature of verbal and non-verbal exchanges between the liar and target (the intended recipient of a deception). Specifically, it describes deception as involving (a) an interaction in which each party of a communicative dyad is monitoring the behavior and responding to cues from the other. (b) The use of strategic deception is postulated to impose a cognitive load on liars absent in truth tellers. Deceivers must consciously manipulate information to create a plausible message, appear honest as they share it, monitor targets’ reactions, and perform other mental tasks. (c) Too many concurrent tasks produce “cognitive overload,” resulting in some behavior going unmonitored. (d) Signs of deception include uncertainty and vagueness in the detail of a false narrative, non-immediacy of responses that involve frequent pausing, and withdrawal by sitting away from targets. Liars use disassociations to distance themselves from acts of deception, for instance, by describing their actions in a false narrative as going along with the group rather than as resulting from a personal choice.

Four-Factor Theory and Interpersonal Deception Theory posit that a leakage of cues can accompany liars’ strategic control over behavior, especially under high cognitive load. In their review, Zuckerman et al. (1981) found the most reliable leaked cues were the use of self-adaptors (fidgeting hand movements), increased blinking and pupil dilation, heightened voice pitch, and speech errors (grammatical mistakes, slips of the tongue), pausing, and other speech hesitations, and discrepancies between verbal and non-verbal channels. Some cognitive load-inducing techniques we review exploit the fact that under high cognitive load, it is hard for examinees to monitor and control certain channels of behavior, which may maximize the leakage of non-verbal cues as a result.

PREOCCUPATION MODEL OF SECRECY
The cognitive load of lies of omission is central to Lane and Wegner’s (1995) Preoccupation Model of Secrecy. It postulates that when individuals keep secrets, for instance, one from a spouse about having been unfaithful, (a) the strategy most often used is thought suppression. (“I will stop thinking about having cheated to avoid accidentally blurtng it.”) (b) Over time, this ongoing suppression can cause the secret to intrude in the thoughts of the individual. (“I can’t stop thinking about what I did.”) (c) Intrusive thoughts renew attempts at thought suppression. (“I will try harder to block the memory.”) (d) This cycle can escalate to the point that the individual obsesses over the memory long after a secret has been divulged. As does the PTS model, this account notes the difficulty often involved in concealing “guilty knowledge.”

In four studies, Lane and Wegner (1995) found support for steps a through d and evidence that keeping a secret over time, ironically, increases its accessibility above other memories. Although this model focuses on lies of omission, it has relevance to deception generally. Since most lying involves keeping a secret by withholding some truth, it may help explain the fact that an allocation of cognitive resources is often required to inhibit responding truthfully (Pennebaker and Chew, 1985; Johnson et al., 2004; Kozel et al., 2004; Osman et al., 2009), just as it occurs in thought suppression. Expanding this account, for instance, by integrating it with the PTS model, should increase understanding of when lying requires cognitive resources to inhibit the truth and thereby help pinpoint when cognitive load indices make the most reliable cues to deception. Also, if secret truths become more accessible over time, they may be inadvertently blurted under high cognitive load, an implication of this model for lie detection. Finally, like the PTS model, the Preoccupation model emphasizes memory processes in deception, which in this case is for the active suppression of the truth.

SELF-PRESENTATION THEORY
DePaulo (1992) proposed a Self-Presentation Theory of individuals’ control over their non-verbal behavior to create specific impressions in the minds of others, including deceptive ones. Three cognitive phases are thought to occur. (a) First, an intention to regulate one’s behavior is formed to create a desired impression. (b) Then, the intended self-presentation is translated into non-verbal behaviors. (c) Finally, performance is appraised by the individual, if possible, and lessons are learned for the improvement of future performance. These phases are thought to occur in order to (b) and (c). To note a few, many non-verbal behaviors are hard to monitor, control, or inhibit continuously, such as the expression of basic emotions on the face or the tone of one’s voice (Ekman, 2001). Moreover, the non-verbal behaviors emitted are often more accessible to observers than to those producing them, which makes self-appraisal difficult (DePaulo, 1992).

Although not all self-presentations are deceptive, this account can be regarded as a theory of non-verbal deception. It is consistent with other accounts in that deception involves the intent to misrepresent (Ekman, 2001). Also, like Four-Factor Theory and Interpersonal Deception Theory, it posits that leaked non-verbal cues can signal deception. This account offers more insights than the others on the thought processes involved in looking at a potential lie from the target’s perspective.

A WORKING MEMORY MODEL OF DECEPTION
Sporer and Schwandt (2006, 2007) recently offered a Working Memory Model of deception, which is based on Baddeley’s (1992,
2000) influential working memory theory. It too contends that lying imposes a greater load than truth telling due to its heavier processing requirements. Truth telling involves retrieving and reconstructing a memory. When lying, deceivers must invent new stories or modify those available from past experiences or scripts. A deceptive narrative must be plausible and not contradict itself or what the target knows. When no personal memories or scripts are available for lie construction, the working memories of liars will be heavily burdened, reducing capacity for speech production. Liars must also monitor listeners for signs of suspiciousness.

This model's most unique insights regard the information sources liars use to construct deceptive narratives. It also suggests that cognitive load indices can make reliable cues when examinees are surprised by test items probing details that are likely to be part of the memory of a truthful experience, but not a deceptive narrative.

THE ACTIVATION-DECISION-CONSTRUCTION MODEL OF ANSWERING DECEPTIVELY

The Activation-Decision-Construction Model (ADCM; Walczyk et al., 2003, 2005, 2009) describes answering questions deceptively, which theoretically includes the multiple-choice questions of the GKT. The model analyzes the act into three components. First, a question heard or read activates the truth from long-term memory, usually automatically. Second, based on the activated truth and social context, a decision to lie may be made, usually to advance liars’ interests. Truthful answering will then be actively inhibited, especially for well practiced truths that can proactively interfere with lying. Such response competition is elegantly described by the PTS model. Third, a context-appropriate lie is constructed that must be coherent and plausible. When possible, memories of the truth are altered slightly for the sake of lie plausibility and to minimize the cognitive load of lie construction. Finally, a lie is shared.

Walczyk et al. (2009) expanded the ADCM to account for the rehearsal of deceptive answers. “Deciding to lie” becomes “remember to lie,” with relevant questions and social contexts serving as the memory cues. “Lie construction” becomes “lie recall,” followed by tweaking of the deceptive answers to fit the prevailing social context, both entailing lower loads than spontaneous lying. Responses to questions using the CQT are usually made in less than a second (Lykken, 1998). The expanded ADCM can easily account for this as follows. Either before the exam or during the preview of questions, a deceptive examinee will decide which questions she/he will lie to and will construct deceptive answers. Delivering them during an exam involves cued recall, which typically occurs automatically and quickly (Anderson, 2000).

Several elements of the ADCM have been supported. Walczyk et al. (2003) found, according to self-reports, when participants answered questions deceptively that the truth entered working memory automatically and interfered with lying, consistent with the activation and decision components. Walczyk et al. (2009) demonstrated that individuals lying about well practiced truths had the most difficulty due to a Stroop-like interference. In having participants answer questions about various aspects of their lives either deceptively or truthfully, Walczyk et al. (2005) showed that having to decide to lie adds to cognitive load, and constructing a lie caused greater load than truth telling. One of the ADCM’s implications for lie detection is that when the truth can be preactivated in examinees and questions are asked that examinees do not anticipate, the processes of deciding to lie and lie construction will manifest as higher cognitive load in liars alone.

GENERAL EVALUATION OF THE MODELS/THEORIES

The range of models and theories above illustrates the multifariousness of deception. No single theory could account for all of its cognitive complexity. Generally, these accounts are most relevant to spontaneous (unrehearsed) lying. In such cases, the cues to deception tend to be the richest, including longer response times and more pupil dilation (DePaulo et al., 2003). To be relevant to load-inducing lie detection, they must be expanded to account for rehearsed deception, a likely countermeasure. For instance, Interpersonal Deception Theory holds that liars actively monitor their behavior and that of the targets. This may not apply to highly skilled or practiced liars. As suggested by the expanded ADCM, the memory processes of encoding and retrieval will be central to these expansions and become highly automated with practice (Anderson, 2000).

LIE DETECTION VIA INDUCING COGNITIVE LOAD

Recently an innovative general approach to lie detection has emerged: cognitive load-inducing techniques designed to elicit greater mental effort in liars than in truth tellers (Walczyk et al., 2005; Vrij et al., 2008a). Whereas polygraph-based questioning paradigms rely on elevation in physiological arousal to gauge deception, these use the heightening of indices of cognitive load as the primary cues. Another contrast, although surprising examinees with questions is discouraged in the CQT, given the high rate of false positives that can result (Lykken, 1998), surprising (not shocking) examinees with questions or the task used to access the truth is central to many load-inducing techniques to make it hard to lie. Some techniques below elicit brief responses, as do the CQT and GKT. Others elicit more open-ended responding, such as narratives.

The models and theories above can advance these techniques by showing when and why load indices provide reliable cues (Vrij et al., 2008a). Rather than reviewing all published variations on a common theme, generally only distinctive research-based proposals are discussed, along with their pitfalls and limitations. The results of the experiments testing them show that liars and truth tellers can be classified beyond chance. However, we do NOT discuss the rates of false positives or false negatives for these techniques, because it is far too early in their development to estimate such parameters accurately. This is especially true given that most research is based on college students, not suspects under police interrogation or other authentic samples. Thus, such estimates would be misleading.

TIME RESTRICTED INTEGRITY-CONFIRMATION

Walczyk et al. (2005) proposed a load-inducing technique called Time Restricted Integrity-Confirmation (TRI-Con). It is based explicitly on a theoretical account of the differences in mental states between liars and truth tellers, the ADCM. TRI-Con selectively enhances load of liars by surprising examinees with
unanticipated questions and by requiring quick responses. These specific guidelines apply to examinations (Walczyk et al., 2005, 2009). (a) Examinees are prompted about the focus of the question set to follow (e.g., “The next 11 questions concern your activities at the time of the crime”). By priming relevant episodic “truths,” prompts reduce examinees’ need to search memory to answer honestly, making cognitive load indices less ambiguous cues that show when a decision to lie and lie construction have occurred. Prompting also reduces the emotional surprise that might be caused by blindsiding examinees with questions probing sensitive issues or incriminating information. (b) Still, the specific questions are not disclosed until asked during an exam, thus surprising examinees cognitively and reducing the rehearsal of lies. (c) Questions are written when possible to be unclear regarding what truths are targeted until they are fully asked. This reduces further examinees’ chance of preparing lies. (d) To obtain clear assessment of the cognitive load needed to answer completely, questions are written to be answerable with one or a few words. (e) Examinees are instructed to answer as quickly as possible to limit further their opportunity to deceive. The high cognitive load of rapid responding to surprise questions may increase cue leakage in the form of voice pitch elevation, pupil dilation, reduced blinking, and long response times because of the limited opportunity for liars to self-monitor and control (Zuckerman et al., 1981; Buller and Burgoon, 1996; Burgoon and Buller, 2008) and may increase accidental blunting of the truth (Lane and Wegner, 1995). (f) Without adequate preparation, liars’ deceptive accounts should be incomplete. Questions are asked and then re-asked along with logically interrelated questions to increase liars’ cognitive load. Contradictions should occur with liars (Granhag and Hartwig, 2008). (g) Behavioral baselines for ground-truth answers are established for all cognitive load indices for comparison with levels of these cues of answers suspected of deception. This practice controls for individual differences in behavioral base rates and improves the accuracy of lie detection (Walters, 1996; Bond and DePaulo, 2006).

Studies have shown the effectiveness of TRI-Con for uncovering deception. Following these guidelines, Walczyk et al. (2005) instructed adults to lie or tell the truth to questions about various aspects of their lives (e.g., employment history, performance on standardized tests). Using response time as the cue, discriminant analyses allowed classification of liars and truth tellers well above chance. Walczyk et al. (2007) tested TRI-Con again by asking participants to lie or tell the truth about their lives and included a rehearsal condition in which participants prepared deceptive answers. The consistency of answers across interrelated questions was added as a cue. Liars and truth tellers were classified up to 89% accurately. The analyses showed that rehearsal deception is detectable. Finally, Walczyk et al. (2012) tested TRI-Con in a forensically relevant context. “Witnesses” observed actual crime videos, then later told the truth or lied rehearsed or unrehearsed about them during interrogation. The cognitive cues were response time, answer consistency, eye movements, and pupil dilation. Discriminant analyses allowed classification of the three conditions 69% accurately, 33% expected by chance. Despite these promising results, TRI-Con has limitations. For instance, extended narratives given by examinees provide valuable verbal cues to deception (Buller and Burgoon, 1996; Sporer and Schwandt, 2007) that the short answers of TRI-Con are unlikely to tap. Moreover, pupil dilation, blinking rate, voice pitch elevation, and other reliable cues not only measure cognitive load but emotional responses as well (DePaulo et al., 2003). TRI-Con and the techniques to be described may elicit not only cognitive load but also anxiety in examinees. This fact is not problematic when it can be assumed that both anxiety and cognitive load co-vary with deception (Vrij et al., 2010b). Finally, TRI-Con does not allow participants to qualify their answers during the exam, unlike open-ended responses. However, these limitations can be overcome by combining diverse techniques, a possibility discussed later.

COUNTERMEASURES

After new methods of lie detection are introduced, information about them disseminates, and countermeasures are devised. This occurred with the polygraph (Lykken, 1998; National Research Council, 2003) and is occurring with cutting edge approaches, such as functional magnetic resonance imaging (Simpson, 2008; Ganis et al., 2011). Noting this, Walczyk et al. (2005, 2009, 2012) argued that a likely countermeasure against load-inducing lie detection is the rehearsal of a lie, a load reduction strategy (O’Hair et al., 1981; Greene et al., 1985). All research and theory in this area must consider rehearsal. For TRI-Con, other possible countermeasures include examinees intentionally not complying with instructions to answer quickly (e.g., ask that a question be repeated). Likely countermeasures against other load-inducing proposals are discussed as they are presented.

ASKING UNANTICIPATED QUESTIONS AND SOLICITING SURPRISE DRAWINGS

Asking questions that examinees do not expect may increase cognitive load. Vrij et al. (2009) instructed pairs of participants to lie or tell the truth about having had lunch together. All pairs then prepared for an interview, which included anticipating likely questions. General and unanticipated questions were later asked, the latter probing minor details like these. What color shirt was worn? Who arrived first? Who sat closest to the door? Inconsistencies in answers to such questions enabled observers to classify liars and truth tellers beyond chance, as did discrepancies in the surprise pictures that the pairs were asked to draw of the layout of the restaurant. Although investigators did not measure the cognitive loads elicited by surprising participants with unexpected questions or the drawing task, we regard both to be load-inducing techniques, because respondents likely had to think a lot when answering or drawing to ensure plausibility and consistently since responding to both was unrehearsed (DePaulo et al., 2003). Recently, Vrij et al. (2012b) observed that truth tellers’ drawings of their workplaces contained more plausible details, especially those involving their coworkers, than liars doing the same.

These results are encouraging. Still, asking unanticipated questions has limitations. Recall that once knowledge of this technique disseminates, liars may include spatial and other obscure details into their deceptive narratives in anticipation of such questions. Second, memory for minor details can easily go unnoticed by truth tellers (Loftus, 2007), making the response “I can’t remember.” plausible when given by liars. The same concerns hold for drawing pictures. Liars can practice drawing them in advance or
plausibly deny having noticed spatial details. Still, refinement of these techniques may overcome such concerns.

**MAINTAINING EYE CONTACT WITH THE EXAMINER**

Having to maintain eye contact with another can elevate cognitive load and anxiety in liars. In support, Vrij et al. (2010b) directed some participants to lie to interview questions; others told the truth. Some were further instructed to maintain continuous eye contact with the interviewer. Observers of videotapes of the interviews were better at discriminating liars from truth tellers when eye contact was maintained, suggesting that it imposed greater cognitive load and anxiety on liars.

One possible countermeasure is practicing lying while maintaining eye contact with another, which may lessen liar-truth teller differences. Also, sustaining eye contact might prove ineffective with Japanese and those of other non-Western cultures for whom this behavior goes against societal norms. It might induce irregularly high levels of anxiety and be distracting, even for truth tellers (McCarthy et al., 2006). Thus, it is unclear how effective this proposal can be as a general load-inducing technique for distinguishing liars and truth tellers.

**RECOUNTING EVENTS IN REVERSE CHRONOLOGICAL ORDER**

The temporal order in which events are recalled can magnify cues to deception. Vrij et al. (2008b) directed half their participants to lie and the other half to tell the truth about what happened during a staged event. Some participants of each condition were further instructed to report events in reverse chronological order. Others reported in chronological order only. More cues to deception emerged and were noticed by observers in the reverse order recounting. The authors noted that recalling in reverse order runs contrary to the typical forward chronological encoding of events and thus imposes a heavy load, especially for liars. Vrij et al. (2012a) extended this technique by asking individuals to lie or tell the truth about a route they took in chronological and in reverse chronological order. More cues to deception again emerged and were noted by observers in the reverse order retelling.

If liars practice lying in reverse chronological order will the cues to deception be as rich? Another likely countermeasure to cover their involvement in crimes, clever perpetrators might base their false alibis on episodic memories of actual events, altering details as needed (Sporer and Schwandt, 2007; Leins et al., 2012). The reverse chronological retelling of these liars might then be similar in cognitive load to that of truth tellers doing the same.

**DUAL-TASKING (DOING TWO THINGS AT ONCE)**

Asking examinees to perform a concurrent task during interrogation was a novel approach to load induction tested by Patterson (2010). If lying draws more on attention and working memory than truth telling, then a dual task might interfere more with the former. In this study, truth tellers followed written instructions to go to the university book store, perform specific tasks, and later honestly describe and answer questions about what they did. Liars were shown these instructions but prepared deceptive narratives as if they had been followed, which they later conveyed and answered questions about. During the interview phase, all participants had to perform a concurrent math task. Math response times and accuracies were the dependent measures. Regarding the results, dual task interference was minimal. No liar-truth teller differences were found for math response times, but there was slightly higher math accuracy for truth tellers. Videos of selected interviews were later shown to observers. When interviewees were engaged in a secondary task, observers were slightly more accurate in assessing the veracity of responses and attributed higher loads to liars. This technique is innovative, and more research is needed. However, no theoretical rationale was given for the choice of concurrent task, which may partially explain the weak findings, a theme expanded on later.

**OVERALL EVALUATION OF LOAD-INDUCING PROPOSALS**

Our general impression of the load-inducing approaches to date is that they are innovative and promising. However, it is too soon in their development to accurately gauge their applicability to forensic settings and other real world contexts where detecting deception is vital. Once again, more research is needed on their susceptibility to rehearsal and other countermeasures and on whether the use of such countermeasure is detectable. Also, recall that most of the studies above involved college students who were offered extra credit in exchange for their participation. Their motivation to succeed in their lies was low compared to actual perpetrators trying to persuade detectives with their false alibis or innocent suspects attempting to convince detectives of their innocence. The cognitive loads of guilty liars and innocent truth tellers may both be so high that load-inducing interventions do not differentiate well between the two (Van Koppen, 2012; Vrij and Granhag, 2012a,b). Research testing these techniques on authentic samples is clearly needed.

**A THEORETICAL TAXONOMY OF COGNITIVE LOAD-INDUCING LIE DETECTION**

Sufficient promising results have been published on load-inducing lie detection (see Vrij et al., 2010a) to justify the proposal of a theoretical taxonomy that can help organize, direct, and advance future validation, refinement, and innovation. It is based on the important distinctions of the type of cognitive load each proposal induces, intrinsic versus extraneous, and how open-ended are the responses each permits in examiners, closed-ended (e.g., short answers, key strokes) versus open-ended (e.g., narratives, drawings).

Two key terms are first defined, both adapted from Cognitive Load Theory (Merrienboer and Sweller, 2005). “Intrinsic cognitive load” refers to the inherent demands on the cognitive resources of attention and working memory needed to lie well. Items 1 through 9 of Table 1 convey some important factors adding to the intrinsic load of lying, organized by whether they relate to preparing a deceptive message or to delivering the message to a target. “Extraordinary cognitive load” means any demands on or loss of cognitive resources due to tasks or factors external to the act of lying that makes it more difficult. For example, extreme anxiety in an examinee can decrease available cognitive resources, effectively imposing cognitive load (see Item 10 of Table 1).

The extent to which Items 1 through 10 of Table 1 apply to an instance of lying depends on the complexity of its social context (DePaulo et al., 2004). Everyday lies are told without imposing
Table 1 | The cognitive load of lying versus truth telling.

SOME FACTORS ADDING TO THE COGNITIVE LOAD OF LYING*

<table>
<thead>
<tr>
<th>Preparing a deceptive message</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Does formation of the lie require that details be kept internally consistent (no contradictory information, Granhag and Hartwig, 2008)?</td>
<td></td>
</tr>
<tr>
<td>2. Is the narrative externally consistent (congruent with what the target knows; DePaulo et al., 2003)?</td>
<td></td>
</tr>
<tr>
<td>3. Is the narrative detailed enough with multimodal info., a realistic timeline, etc. to convince the target (Vrij et al., 2010a)?</td>
<td></td>
</tr>
<tr>
<td>4. Beyond going undetected, are lies based on the deceptive narrative likely to achieve the liar’s goal, for instance, obtaining money from a naïve target (Walczyk et al., 2012)?</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Appearing sincere while delivering a deceptive message to the target</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>5. Is the motivation high to lie successfully (Vrij and Mann, 2001)?</td>
<td></td>
</tr>
<tr>
<td>6. Not taking credibility for granted, how much monitoring of and control over the self is the liar exercising to appear truthful and to stay in the deceptive role (Zuckerman et al., 1981; Buller and Burgoon, 1996; Vrij et al., 2010a)?</td>
<td></td>
</tr>
<tr>
<td>7. How much is the liar monitoring the target’s behavior to, see if the lie is believed (Buller and Burgoon, 1996; Vrij et al., 2008a, 2010a)?</td>
<td></td>
</tr>
<tr>
<td>8. Is the truth deeply entrenched, does it elicit strong emotions, or is honest responding well practiced so that proactive interference with deceptive responding occurs (Lane and Wegner, 1995; Morgan et al., 2009; Osman et al., 2009; Walczyk et al., 2009)?</td>
<td></td>
</tr>
<tr>
<td>9. Is an adequate deceptive narrative unavailable or is the lie unrehearsed (Vrij et al., 2010a)?</td>
<td></td>
</tr>
<tr>
<td>10. Is the liar highly anxious (Eysenck, 1992; Beilock and Carr, 2005)?</td>
<td></td>
</tr>
</tbody>
</table>

SOME FACTORS ADDING TO THE COGNITIVE LOAD OF TRUTHTELLING*

| 11. Does recalling the truth to working memory require retrieving memories that have not been accessed in a long time or details that have decayed (Anderson, 2000; Wixted, 2004)? |  |
| 12. Is a lie well rehearsed compared to its corresponding truth (O’Hair et al., 1981; Greene et al., 1985)? |  |
| 13. Does a truthful response require elaboration or qualification to be accurately understood by the target compared to a corresponding lie (Gombos, 2006)? |  |
| 14. Does a truthful response require the generation of a novel opinion, judgment, evaluation, attitude, or emotional reaction (DePaulo, 1992; DePaulo et al., 2003; Gombos, 2006)? |  |
| 15. Is the truth teller highly motivated to be believed (Van Koppen, 2012; Vrij and Granhag, 2012a,b)? |  |

*These lists are not exhaustive.

high cognitive loads. Liars typically have little concern about getting caught and rarely monitor their behavior or the targets’ (DePaulo et al., 1996). Thus, few items apply. However, serious lies have greater interpersonal consequences and entail heavier loads (DePaulo et al., 2004; Burgoon and Buller, 2008). More items will apply, especially when lying is spontaneous. On the other hand, skilled or well rehearsed liars telling serious lies may not need to monitor their behavior or the targets’ (Items 6 and 7), instead relying on their fluent delivery to carry them through (DePaulo, 1992).

For cognitive load-inducing lie detection to succeed, it is important to note when truth telling imposes a greater cognitive load than telling a corresponding lie. For instance, Walczyk et al. (2005) found that college students took longer to recall their actual standard recall test scores than to lie about them. The bottom of Table 1 lists five factors adding to the cognitive load of honesty. Only when they can be discounted during an examination is lying more likely to manifest in heightened load indices. For instance, questions asked in load-inducing lie detection exams need to be written with Items 11 through 15 in mind so that the cognitive load of lying is higher than for truth telling. Table 2 provides the full Taxonomy of Load-Inducing Lie Detection and shows where the proposals above and others to be discussed fall within it. Despite the severe limitations of some of them, all proposals are included for the sake of comprehensiveness. A question that should guide their refinement is “Under what testing conditions are cognitive load indices unambiguous cues to deception?” To illustrate, such a condition is when “prompting” occurs, which makes cognitive load indices clearer cues by reducing the need for all examinees to search memory for a truth and by reducing the emotional surprise to questions during the exam (Walczyk et al., 2005).

INTRINSIC COGNITIVE LOAD-INDUCING TECHNIQUES

The proposals under this heading seek to make the act of lying harder by surprising examinees cognitively with test items, with the memory task used to access the truth, or by requiring quick responses. TRI-Con, which elicits closed-ended responses, falls into this category. When examinees have not anticipated the questions, they must decide which ones to lie to and generate deceptive answers on the fly, adding to cognitive load (Walczyk et al., 2005, 2009). Vrij et al.’s (2008b) proposal of having examinees convey narratives in reverse chronological order fits here, as does instructing them unexpectedly to draw pictures (Vrij et al., 2009). Memories related to the truth are being probed in unusual ways that liars may not have anticipated. Because narratives and drawings can be as elaborate as examinees choose, we consider them to be open-ended. Examinees can pace themselves, monitor, and control their behavior, hopefully causing related cues to emerge (DePaulo et al., 2003).

Although not specifically proposed as a load-inducing technique, Seymour et al. (2000) tested a variant of the GKT with response time as the cue to deception, the Response Time GKT, which qualifies as one. Participants partook in a mock crime
Table 2 | A taxonomy of load-inducing lie detection: the type of cognitive load induced and the response open-endedness permitted.

<table>
<thead>
<tr>
<th>Intrinsic load</th>
<th>Extrinsic load</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Closed-ended responding</strong> (encourages the leakage of hard-to-control non-verbal cues and blunting of the truth)</td>
<td>Maintain eye contact</td>
</tr>
<tr>
<td>TRI-Con</td>
<td>Dual-tasking-articulatory suppression, n-back task</td>
</tr>
<tr>
<td>Answering unanticipated short-answer questions about minor details</td>
<td>Dual-tasking-operate driving simulator or do a concurrent math task</td>
</tr>
<tr>
<td>Implicit personality/attitude tests</td>
<td>Have examinee give short answers in front of a mirror</td>
</tr>
<tr>
<td>Autobiographical implicit association tests</td>
<td>Maintain eye contact</td>
</tr>
<tr>
<td>Response time GKT</td>
<td>Have examinees give narrative answers or draw pictures in front of a mirror</td>
</tr>
<tr>
<td><strong>Open-ended responding</strong> (encourages verbal signs of deception, monitoring of self and the target, signs of the attempted control of behavior)</td>
<td>Dual-tasking-operate driving simulator or do a concurrent math task</td>
</tr>
<tr>
<td>Have examinee relate surprise narrative</td>
<td></td>
</tr>
<tr>
<td>Surprise task of examinees drawing picture of alibi</td>
<td></td>
</tr>
<tr>
<td>Recall events in reverse chronological order</td>
<td></td>
</tr>
<tr>
<td>Recall from a different physical perspective</td>
<td></td>
</tr>
</tbody>
</table>

Involving a computer. They also learned two-word phrases related to the crime as well as other two-word phrases later in the experiment. During a subsequent phrase classification task, with instructions to respond as quickly as possible, participants were asked to press a key with their right index finger if an item was on the list that had been learned later. All other items required a key press with their left index finger, some of which were from the mock crime. The latter responses were the equivalent of having to conceal guilty knowledge. Responding to guilty knowledge items took about 300 ms. longer than responding to neutral items. Discriminative analyses correctly classified guilty and innocent trials 95% accurately.

Self-report measures of personality and attitudes (e.g., toward members of minority groups) are highly susceptible to deception as some examinees respond to test items to create a false positive image of themselves to obtain jobs and other rewards. Even so, their actual personalities and attitudes are rehearsed through repeated ways of thinking and acting in their daily lives that form strong associations among ideas and emotions in memory (Banse and Greenwald, 2007). Although not proposed as a load-inducing technique either, as an alternative to self-report measures, Implicit Personality and Attitude Tests qualify as well. They put examinees under time pressure in responding (Banse and Greenwald, 2007). This increases intrinsic cognitive load by making it harder to deceive. For dishonest examinees, a proactive interference can occur when their true attitudes and personalities conflict with the impressions they want to make, which usually manifests as slower response times for items lied to. Moreover, responses are typically closed-ended, limited to a forced choice between two options. How quickly individuals respond, for example, when instructed to associate the word “good” with the faces of individuals with dark complexions co-presented on a computer screen among many pairings of stimuli, can reveal racism in those responding slowly. This technique has been used successfully in employee selection (Banse and Greenwald, 2007). A variant of it, the autobiographical Implicit Association Test (aIAT), was proposed and examined by Sartori et al. (2008). It requires examinees to respond rapidly to test sentences presented one at a time on a computer screen describing autobiographical events that are either true or false for them. Across six experiments, aIAT had accuracies up to 91% in revealing concealed knowledge of true autobiographic events. Still, when examinees use the countermeasure of strategically slowing down when responding truthfully, this accuracy drops dramatically (Verschueren et al., 2009).

We now propose another way of accessing truths that could impose higher intrinsic load on liars and may inspire the development of similar proposals by others. It is based on the encoding-specificity hypothesis (see Anderson, 2000) and part of the “Cognitive Interview,” a well validated set of four memory strategies for assisting individuals in recalling accurately and fully prior events, without inducing memory distortions (Fisher and Geiselman, 1992; Geiselman and Fisher, 1997). First, the interviewer tries to reinstate the physical and mental state of the witnessed event, for instance, by asking the interviewee to form a mental picture of the context of the event and recall how she/he felt. Second, the interviewee is encouraged to recall every detail of an event she/he can, even seemingly insignificant memory fragments. By the third principle, the interviewee is encouraged to recall in a variety of temporal orders. Recall that a variant of this principle was applied to lie detection by Vrij et al. (2008b), specifically recounting in reverse chronological order. Fourth, the interviewee is encouraged to recall from a variety of physical locations, for instance, from how things would have appeared ”if you had been looking down on the room where the crime occurred from directly above” or “if you had looked at the room from the perpetrator’s perspective.” The latter principle, too, might be applied to lie detection. If asked to recall from different perspectives, truth tellers should have narratives richer in realistic details that are delivered with fewer hesitations than liars (Sporer and Schwandt, 2007).

**EXTRANEOUS COGNITIVE LOAD-INDUCING TECHNIQUES**

Techniques under this heading seek to induce cognitive load selectively on liars, not by making it harder to lie, but by altering other aspects of the examination procedure or context. “Dual-tasking” was one such proposal considered earlier that is now discussed more deeply. Cognitive scientists have long used this research paradigm to determine when different tasks use a common system or pool of resources (Pashler, 1994; Baddeley, 1996). As a technique for lie detection, it can be used with test items soliciting closed-ended or open-ended responses (Patterson, 2010). Vrij et al.
Meyer and Kieras (1997) suggested that examinees could “recall their stories whilst conducting a computer driving simulation task at the same time” (p. 41). If deception imposes greater load, then the simulation may interfere more with liars, enhancing cognitive cues. To our knowledge, this study has not been done, but is worth testing.

Meyer and Kieras (1997) evaluated various theoretical accounts of multi-task interference. Of them, Unitary Resource Theory is the one that Patterson (2010) and Vrij et al. (2008a) implicitly subscribe to with their proposals. Its basic assumptions are that (a) attentional capacity is a limited general resource that can be assigned to multiple tasks. (b) The amount of attention allocated depends on the demands of the current activities. (c) Under low levels of task load, attention can easily be divided between tasks, not so when either or both of the tasks are difficult. (d) Finally, attention is controllable and can be allocated dynamically. Meyer and Kieras (1997) also review the major criticisms of this account. The one that is most problematic for the proposals above concerns “difficulty insensitivity.” Varying the difficulty of a primary task often does not interfere with a concurrent task, which should occur if both are dependent on a central, limited resource. For instance, difficulty insensitivity was apparently the case with Patterson (2010), who found that lying was minimally disruptive of a concurrent math task.

A powerful framework for understanding multi-task interference effects, which we embrace, is Adaptive Executive Control (AEC; Meyer and Kieras, 1997; Meyer et al., 2002). It overcomes the criticisms of Unitary Resource Theory, is instructive regarding what concurrent tasks theoretically should interfere with lying more than truth telling, and is well supported. Five components underlie the framework. (a) It is based on a comprehensive information processing architecture that incorporates all of the known characteristics of human cognition. (b) It is also based on a production system formalism that expresses actions as If-Then rules, which succinctly capture procedural knowledge. The “If” part specifies the conditions under which actions are executed. The “Then” portion specifies the actions in their proper order. (c) Importantly, no assumption of a limited general cognitive resource or capacity is made. (d) Rather, AEC attributes dual task interference to the flexible strategies individuals adopt to fulfill their task priorities as handled by supervisory executive processes. In effect, one task is put on hold while another task higher in priority takes precedence and executes. (e) Finally, AEC explicitly takes account of the constraints in processing imposed by perceptual and motor systems during multi-task performance. For instance, concurrent tasks both requiring verbal responses will naturally interfere. A higher priority utterance will precede the lower priority utterance. Those interested in AEC are referred to Meyer and Kieras (1997) as well as Meyer et al. (2002). To summarize, the major sources of interference are competition between concurrent tasks for the same perceptual or motor response systems or the executive process performing one task before another due to its higher priority given the performer’s goals. If the AEC framework is valid, then the dual-tasking, load-inducing proposals above are unlikely to be effective, because competition for a limited central resource, as they intend, is not the basis of interference.

We now propose a potentially interfering task suggested by the Working Memory Model of deception (Sporer and Schwandt, 2006, 2007). It does not assume a competition for limited attention. Rather, it prevents liars from using a specialized working memory store needed for lying. In research on working memory’s phonological loop, articulatory suppression prevents the rehearsal of memory items (Baddley, 1996), for instance, by instructing participants to continuously repeat a simple word such as “one.” However, repeating a single, familiar syllable might quickly become automated and be minimally disruptive of lying. Having to repeat a sequence of unfamiliar syllables, such as “Bah-Bay-Boo-Bee,” would lessen this problem (Gordon and Meyer, 1987). Will continuously repeating such a sequence interfere more with lying? To test whether, a study can be conducted in which recorded questions are asked through headphones and answers, yes or no, are given non-verbally as keystrokes so as not to impair articulatory suppression. Thus, responding is closed-ended. According to the Working Memory Model, lying requires more access than truth telling to an unencumbered phonological loop for language production. If so, then when articulatory suppression is added, lying should entail longer response times, more pupil dilation, and less blinking than truth telling due to interference caused by competition for this specialized working memory store. Another theoretically based dual task was tested by Ambach et al. (2011) with the GKT: the n-back procedure (deciding whether a stimulus was presented n trials previously). Both tasks were hypothesized to compete for working memory’s central executive. The n-back task enhanced the detection of concealed knowledge as measured by electrodermal activity. Researchers are encouraged to follow these two examples and develop other theoretically based dual task proposals.

Requiring examinees to hold eye contact with the examiner can impose extraneous cognitive load in liars, perhaps by provoking anxiety and an allocation of cognitive resources to monitor the self and the target (Vrij et al., 2010b). As noted previously, this load-inducing technique may not work well with members of some cultures and possibly other segments of the general population for whom maintaining eye contact goes against a social norm (McCarthy et al., 2006). When it is appropriate, it can be used with closed- and open-ended responses. Another way to induce extraneous cognitive load on liars might be to have examinees answer questions while sitting in front of a mirror, which could increase their self-monitoring and the emergence of related cues (Buller and Burgoon, 1996). An examiner would still be needed in the room. This proposal has not been tested.

COMBINING INTRINSIC AND EXTRANEOUS TECHNIQUES; OPEN- AND CLOSED-ENDED RESPONDING

Intrinsic and extraneous load-inducing techniques can be combined in an exam, thereby gaining the advantages of each. For example, examinees can be tested under the intrinsic load-inducing conditions of TRI-Con while following instructions to maintain eye contact with the interrogator (Vrij et al., 2010b). Unanticipated questions about spatial information and other details can be asked. Examinees can also be asked to draw pictures of the physical layout (Vrij et al., 2009). Closed- and open-ended items can also complement each other (Tors and DePaulo, 1984). Recall that TRI-Con is intended to assess the truthfulness of the short answers given to closed-ended questions, which allows unambiguous assessment of the cognitive
load needed to answer using response time, pupil dilation, and other load indices. Moreover, the time pressure on responding may increase leakage of non-verbal cues, which manifest primarily under high cognitive load (Buller and Burgoon, 1996; Burgoon and Buller, 2008) and may increase the chance that a truth is inadvertently blurred (Lane and Wegner, 1993). On the other hand, open-ended questions eliciting narratives can be rich in verbal cues such as vagueness and dissociations (Buller and Burgoon, 1996; Burgoon and Buller, 2008) and in signs of the attempted control of behavior by liars (DePaulo et al., 2003; Sporer and Schwandt, 2006; Vrij et al., 2010a). Interrogators might, for example, have a suspect provide a narrative of an alibi at the time of the crime, followed by a TRI-Con exam with questions probing details of an alibi. If the verbal and control cues from the open-ended portion and the cognitive load indices of the closed-ended questioning all point to deception, strong converging evidence will exist. Also, the more reliable cues to deception used, the more accurate its detection tends to be (DePaulo et al., 2003). It may be worthwhile to combine psycho-physiological and cognitive load cues to enhance lie detection.

**ADVANCING COGNITIVE LIE DETECTION BY AVOIDING THE PITFALLS OF THE COT**

Four recommendations for researchers and practitioners and their justifications appear below to help the emerging field of cognitive lie detection to avert four of the major weaknesses of the CQT (National Research Council, 2003) and profit from the strengths of the GKT. To recall the criticisms, the CQT is not based on a validated theory and is easily susceptible to countermeasures. Its administration has not been standardized, and the scoring of results is largely subjective.

1. Cognitive load-inducing lie detection techniques should be based on explicitly stated, well-specified, and validated cognitive models of deception (see McCornack, 1997). To many readers this recommendation may be obvious. However, to date, few load-inducing techniques are based on models or theories that were made explicit in the research reports. Perhaps the models were implicit in some cases, but this is not helpful to readers wishing to understand the reasons why load-inducing manipulations work or when experimental findings apply to authentic settings. In fact, historically many researchers have sought out reliable cues to deception with minimal regard for their basis in theory (DePaulo et al., 2003). This risks repeating this mistake of the CQT with load-inducing lie detection. Recall that refined cognitive models, supported by data, can illuminate the conditions when load-inducing interventions are likely to succeed, necessary for generalizing the results of experiments to the field (Vrij et al., 2008a). Since deception is multifarious (e.g., verbal, non-verbal, lies of omission) and is driven by many motives (e.g., protect another, conceal wrongdoing, exploit others; DePaulo et al., 2004), no single cognitive account can explain all of its forms (Ekman, 2001; DePaulo et al., 2003).

The accounts we reviewed can serve as building blocks for narrowly focused models directly applicable to specific authentic contexts like the interrogation room of a police department. To recap those we regard as most applicable, the PTS model specifies the response competition that occurs when examinees falsely deny possessing guilty knowledge. Response competition also likely underlies much of lying, especially when deceiving about well practiced truths. Interpersonal Deception Theory (Buller and Burgoon, 1996; Burgoon and Buller, 2008) highlights the cognitive load of having to monitor the behavior of the self and the target and postulates the leakage of cues under high cognitive load. DePaulo’s (1992) Self-Presentation Theory posits the leakage of cues and delineates between non-verbal behaviors that are easy to control versus those that are not, the latter providing the best cues. Sporer and Schwandt (2006, 2007)’s Working Memory Model elaborates on the sources of information (e.g., scripts, personal memories) used in lie construction. The ADCM is informative about the encoding and retrieval processes related to truth telling, the decision to lie, and lie construction and offers insights regarding the rehearsal of deception (Walczyk et al., 2009, 2012). The Preoccupation Model of Secrecy advances understanding of why cognitive resources are often needed to inhibit truthful responding. Still, these cognitive accounts must be expanded to address the motivation to lie, rehearsal, and other important moderators of cues to deception to be maximally relevant to lie detection (DePaulo et al., 2003).
3. Research shows that even law enforcement officers, among other human observers, generally make poor lie detectors (Ekman and O’Sullivan, 1991; Garrido et al., 2004; Bond and DePaulo, 2006, 2008). This partly because people tend to focus on unreliable cues like gaze aversion or nervousness and miss genuine cues that are often subtle (DePaulo et al., 2003). From police detectives interviewing witnesses to federal agents interrogating suspected terrorists, human lie detectors will be relevant for the foreseeable future. Most of the studies on inducing cognitive load we reviewed have wisely sought to improve the accuracy of human observers, but still report detection rates that are rather low (Vrij et al., 2010a).

Cognitive load-inducing lie detection involving closed-ended responding offers an alternative to both the CQT and the use of human lie detectors. Recall that administration of the CQT hasn’t been standardized. To elaborate, most polygraph testing procedures allow for uncontrolled variation in test administration (e.g., creation of the emotional climate, selecting questions) that can be expected to result in variations in accuracy and limit the level of accuracy that can be consistently achieved (National Research Council, 2003, p. 213).

The guidelines of TRI-Con and those that might result from refinement of other closed-ended, load-inducing proposals, such as the aIAT and the Response Time GKT, can help standardize lie detection. This does not mean imposing a “predictability” that liars can rely on to foil exams. For instance, unanticipated questions can still be asked. Rather, standardization means following procedures that disambiguate cognitive load indices as cues to deception. TRI-Con, for instance, can be implemented on a laptop computer. Reading and computer skills are not required. Examinees wear a microphone-headset connected to a computer. Questions can be digitally recorded in advance. The assessment of answer response times, pupil dilation, voice pitch elevation, and other cues can be automated with technology now available (Walczyk et al., 2012). Accordingly, we recommend that lie detection exams be developed or further refined to follow standardized cognitive load-inducing procedures and that they be as automated as possible to sidestep the severe limitations of human lie detectors. Human examiners should still be present to oversee administration. Their presence can also induce load selectively on liars as deceptive examinees may feel compelled to monitor them for signs of suspiciousness (Burgoon and Buller, 2008).

4. Appropriate automated analytical procedures should be used to determine the “deceptiveness” or “honesty” of answers. A benefit of standardizing and automating lie detection and assessing the changes in cognitive load between known truthful answers and those suspected of deception is that statistical or other analytic procedures can be used to “decide” if examinees are lying or truth telling. This avoids the subjective scoring of the polygraph (Iacono and Lykken, 1997; Lykken, 1998; National Research Council, 2003). Of course, data must be collected on authentic samples of liars and truth tellers who are highly motivated to convince authorities.

CONCLUSION
The polygraph-based CQT lacks a strong scientific basis (Iacono and Lykken, 1997; Lykken, 1998; National Research Council, 2003), unlike the more successful GKT. We believe that cognitive load-inducing techniques are promising alternatives to the CQT, especially if lessons can be learned from the latter. To help them advance, we reviewed many models and theories relevant to the cognition of deception, their implications for lie detection, and evaluated specific proposals for selectively inducing cognitive load on liars, particularly their susceptibility to rehearsal and other countermeasures. The taxonomy proposed classifies these proposals according to the type of cognitive load induced and the breadth of the responses permitted, which may help organize and advance the field by opening up new research areas. Along these lines, new proposals were also suggested. Finally, four recommendations were shared to assist this promising general approach in averting the corresponding pitfalls of the CQT. To date, researchers in this area often have not heeded warning implicit in the report of the National Research Council (2003).

Another contribution of this article is its modest attempt to merge the seemingly disparate fields of “polygraph-based lie detection” on the one hand and “social-cognitive perspectives on deception” on the other. As we have argued, the former has a long history (Lykken, 1998) with many valuable lessons for understanding deception and advancing lie detection. Scholars from each perspective are encouraged to consider research and theory from the other perspective for useful insights and opportunities for cross-fertilization.

Finally, there are several obstacles to societal acceptance of new forensic tools like these cognitive load-inducing lie detection proposals. Will judges, lawyers, solicitors, police officers, victims, suspects, or witnesses accept them? Recalling events in reverse chronological order, drawing pictures, the guidelines of TRI-Con, maintaining eye contact, or answering questions while performing a concurrent task might be rejected for lacking face validity. The most formidable obstacles come with legal tests like the US Supreme Court’s 1993 decision of “Daubert v. Merrill Dow Pharmaceuticals” on the admissibility of scientific evidence in the courtroom. A new method that gives rise to such evidence must (a) have been empirically tested within the applicable field as described in publications in peer-reviewed outlets, (b) have a known potential error rate, (c) have established standards and safeguards for its use, and (d) be widely accepted within the scientific community (Solomon and Hackett, 1996). Much refinement and validation will be necessary to meet these standards. If load-inducing techniques can do so, their acceptance by stake holders will likely follow.
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When interference helps: increasing executive load to facilitate deception detection in the concealed information test
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The possibility to enhance the detection efficiency of the Concealed Information Test (CIT) by increasing executive load was investigated, using an interference design. After learning and executing a mock crime scenario, subjects underwent three deception detection tests: an RT-based CIT, an RT-based CIT plus a concurrent memory task (CITMem), and an RT-based CIT plus a concurrent set-shifting task (CITShift). The concealed information effect, consisting in increased RT and lower response accuracy for probe items compared to irrelevant items, was evidenced across all three conditions. The group analyses indicated a larger difference between RTs to probe and irrelevant items in the dual-task conditions, but this difference was not translated in a significantly increased detection efficiency at an individual level. Signal detection parameters based on the comparison with a simulated innocent group showed accurate discrimination for all conditions. Overall response accuracy on the CITMem was highest and the difference between response accuracy to probes and irrelevants was smallest in this condition. Accuracy on the concurrent tasks (Mem and Shift) was high, and responses on these tasks were significantly influenced by CIT stimulus type (probes vs. irrelevants). The findings are interpreted in relation to the cognitive load/dual-task interference literature, generating important insights for research on the involvement of executive functions in deceptive behavior.

INTRODUCTION

There is a growing body of behavioral, psychophysiological, and neuroimaging evidence revealing that lying is a complex, cognitively demanding behavior. Most of this evidence reflects an overall increase in executive control demands imposed by lying, as compared to truth-telling. Truth-telling is considered a baseline, almost automatic cognitive state (Spence, 2004). To support this claim, lying has been proven to take longer than truth-telling (Spence et al., 2001), necessitating greater cognitive effort (see Vrij et al., 2011, for a recent review). Furthermore, it activates a wider network of prefrontal neural areas linked to executive functioning (see Christ et al., 2009; Gamer, 2011, for reviews). However, recent research questions the “cognitive complexity” view of deception (Gombos, 2006), revealing that in certain contexts lying might not be that cognitively demanding, especially as a result of extensive practice (e.g., Hu et al., 2012a,b; Van Bockstaele et al., 2012). This raises the need for developing deception detection tools less vulnerable to the effects of practice. One interesting possibility is to increase the cognitive workload experienced during deceptive behavior (Vrij et al., 2006). Inducing an overall increase in cognitive/executive load, such as by asking participants to narrate their deceptive stories backwards has been shown to interfere with lying, facilitating the process of lie detection by enhancing verbal and non-verbal cues to deception (Vrij et al., 2008). However, the backwards recall technique has been questioned with regard to the accuracy and completeness of the retrieved information (Dando et al., 2011), suggesting that a global interference with deceptive and memory processes might induce some unwanted collateral effects. An ingenious recent study (Debey et al., 2012) actively manipulated executive control, using an ego depletion procedure prior to detecting deception and inducing goal neglect during the deception task (by using longer response-stimulus intervals). Across two experiments, goal neglect, but not the ego depletion procedure facilitated deception detection efficiency, generating longer deceptive response speed (but not consistently lower accuracy).

Vrij et al. (2006) suggested that requiring interviewees to perform a concurrent secondary task while being interviewed might provide a useful tool to enhance lie detection. There have been some preliminary experimental attempts to add a parallel task aimed at disrupting the executive functions involved in the deceptive act, yielding mixed evidence in terms of effects on deception. In a Concealed Information Test (CIT, see the description below), Ambach et al. (2008) added a parallel inhibition (Go/No-Go) task. This manipulation was supposed to interfere with the very subprocesses of response inhibition that are required for deceptive responses. However, the physiological and behavioral measures of deception (RTs, error rates) were not significantly affected by introducing this additional measure (see Ambach et al., 2008 for a discussion of these negative findings). In a recent investigation,
Ambach et al. (2011) pursued this line of reasoning, but they introduced a working memory (WM) task in parallel with the deception test. This manipulation affected RTs to critical items to a larger extent when compared to irrelevants. Considering the limitations induced by the very long RTs specific to the psychophysiological measurement design, the authors suggested that a faster pace of the task (asking the subjects to respond within a second) would enhance this preliminary documented effect. This idea was recently tested by introducing an interfering inhibition (dot-probe) task within each trial of the Reaction Time-based (RT-based) CIT, which led to an increase in its detection efficiency (Hu et al., 2013). The present study aimed at further testing this prediction, using the RT-based CIT at a faster pace, and interfering with two different executive functions shown to be involved in the deceptive act (WM updating and shifting). Moreover, rather than introducing a parallel task, peripheral to the deception detection task, in the present study the concurrent task targeted the same items used in the deception detection test, presumably creating a larger interference with deceptive behavior.

The abovementioned “high cognitive workload” studies have used a variety of deception detection paradigms, ranging from naturalistic interviewing settings to elaborated experimental contexts. The use of a unique and well-supported research paradigm which has also been used in ecological settings would substantially benefit the integration of various investigations targeting cognitive control in the deceptive act. This research context could be provided by the CIT, which is one of the most widely adopted techniques by nowadays deception research (Verschueren et al., 2011; Ben-Shakhar, 2012). Originally known as the Guilty Knowledge Test (Lykken, 1959, 1974), this procedure is an interrogation technique designed to test individuals for knowledge that only a guilty person could possess. The subject is presented with several multi-choice questions. For each question, there are several equally plausible alternatives, only one being correct. Hence, the test is based on the rationale that the critical alternative is recognized only by the guilty suspects. A different version of this test based on measuring reaction times was proposed by Seymour et al. (2000), now known as the RT-based CIT (Seymour and Kerlin, 2008; Verschueren et al., 2010). In this procedure, the subject is required to give speeded responses to three types of items: probes, targets, and irrelevants. Probe items are selected from the crime itself and are supposed to represent relevant details of the crime; the irrelevant items share a variable degree of categorical similarity with the relevant items, and are usually several times more numerous. The deceptive subject denies recognition of both irrelevant and probe items. Target items (explicitly learned and recognized as such) are used in order to prevent the subject from entering an automatic mode of responding; they also share categorical similarity with the other two types of items. A number of studies have suggested that this procedure can successfully differentiate between truthful and deceptive responses, or between guilty and innocent participants on the basis of RTs, supporting the validity of the RT-based CIT (see Verschueren and De Houwer, 2011 for a recent review).

The main aim of the present study was to systematically investigate whether introducing a concurrent executive load targeting the very CIT items, rather than a parallel interfering task, would better differentiate between truthful and deceptive responses in the RT-based CIT. The current investigation used an interference design, introducing tasks involving two executive functions evidenced to be relevant for the deceptive act: memory updating and flexible set-shifting (Morgan et al., 2009; Visu-Petra et al., 2012). In order to efficiently plan and execute a deceptive act, a person needs to continuously monitor and update memory contents in order to distinguish truthful from deceptive responses, and to flexibly alternate between these mental sets in producing the deceptive response (Walczyk et al., 2003). A third executive functioning dimension (according to the model proposed by Miyake et al., 2000), namely inhibition, has been documented to be involved in deception (Verschueren et al., 2007; Hu et al., 2013), but it was not directly targeted by the current study.

Consistent with previous findings by Ambach et al. (2011), we hypothesized an increase in CIT detection accuracy due to the introduction of the concurrent memory load condition. We anticipated that the introduction of the requirement to hold on to a memory load while performing recognition judgments would interfere with WM updating processes, and disrupt their efficiency by slowing them down (Logan, 1979). The manipulation was supposed to affect deceptive responses to a greater degree than truthful responses, because they required a larger amount of executive resources compared to simple visual recognition skills necessary for responses to irrelevants and targets, and the executive resources are depleted by the concurrent task. This would be evidenced by an increase in difference scores (RTs) between probes and irrelevants in the CIT plus memory condition. A second research interest was to investigate whether this effect could be replicated when introducing a concurrent task which required flexible set-shifting. We explored whether performance slowing would be further increased in this context, because flexibly shifting between responses in a trial-to-trial manner could place greater executive demands than a simple memory load. In addition to the main measure derived from the CIT (the RT), we wanted to explore whether response accuracy would discriminate between truthful and deceptive responses in the three experimental conditions. Finally, we wanted to see whether performance on the concurrent tasks itself would be more impaired on the trials containing probes than on the trials with irrelevants, thus reflecting the reciprocal interference generated by deception-related increased executive demands.

**MATERIALS AND METHODS**

**PARTICIPANTS**

Participants (N = 75, 62 females) were recruited from general psychology classes by using an online recruitment system and received credit for their participation. All participants underwent the mock crime procedure described below, followed by the three CIT conditions. Data from the CIT plus memory test of one participant were lost due to a technical failure, and data from one participant were discarded altogether from the analysis because he remembered less than four of the five probes used in this experiment. A remaining total of 73 participants (62 females) were included in the data analyses. The age of participants ranged from 19 to 43 years, and the mean age was 22.76 years (SD = 4.79). Participants had normal or corrected-to-normal vision and wore glasses or contact lenses if necessary.
MATERIALS
Concealed information test items were two-word phrases: five probes, five targets, and 20 irrelevants (four corresponding to each probe), which were generated for this study and very similar to items used in previous studies (e.g., Farwell and Donchin, 1991; Seymour et al., 2000; see Appendix). They were displayed using the E-Prime software on a 17” monitor. Each word pair subtended 0.85’ of vertical visual angle, and ranged from 2’ to 4.2’ of horizontal visual angle depending on word pair length, from a viewing distance of approximately 60 cm.

TASKS
All participants completed a series of tasks as follows: they read the instructions for the mock crime, they executed the mock crime, then completed a filler task; afterward, they studied and learned the target items and finally resolved the three CIT conditions (the order of presentation was counterbalanced across subjects).

Mock crime
The participants were initially required to read and sign the informed consent form. Afterward, the mock crime scenario was presented. Written instructions were used at this time, according to which they had to pretend to be a student of Psychology who was about to take a previously failed exam at an important course in the following day. Because of some personal issues, he/she had been unable to study. However, in the previous day, the student had presumably visited the professor’s office for a meeting. There he/she noticed a paper on the desk and saw the login Id (Psiho MCC, where the MCC abbreviation stands for – in Romanian – Cognitive Behavioral Modifications, the actual name of the course) and password (patru verde/four green) for the discipline’s e-mail account which is hosted on the faculty’s official web site. With this information, he/she was instructed to access the course e-mail account from a café (Café Amber) placed in certain street (Bicaz Street; all locations were chosen from another city in order to avoid previous exposure). After accessing the account (which was created to be identical to a real course application on the actual faculty website), the participant had to search the Inbox for the e-mail with the exam subjects that the professor had sent to the tutor (Amalia Ciucă; the name of the actual tutor was used, with her and the professor’s consent) for multiplying exam papers.

In the mock crime, he/she had to pretend to be a student of Psychology who was about to take a previously failed exam at an important course to which they had to pretend to be a student of Psychology who was about to take a previously failed exam at an important course in the following day. Because of some personal issues, he/she had been unable to study. However, in the previous day, the student had presumably visited the professor’s office for a meeting. There he/she noticed a paper on the desk and saw the login Id (Psiho MCC, where the MCC abbreviation stands for – in Romanian – Cognitive Behavioral Modifications, the actual name of the course) and password (patru verde/four green) for the discipline’s e-mail account which is hosted on the faculty’s official web site. With this information, he/she was instructed to access the course e-mail account from a café (Café Amber) placed in certain street (Bicaz Street; all locations were chosen from another city in order to avoid previous exposure). After accessing the account (which was created to be identical to a real course application on the actual faculty website), the participant had to search the Inbox for the e-mail with the exam subjects that the professor had sent to the tutor (Amalia Ciucă; the name of the actual tutor was used, with her and the professor’s consent) for multiplying exam papers.

Subjects read these written instructions twice and memorized (emphasized) the five critical items (i.e., the probes). Afterward, they were asked to go into a distant room of the same building (designated as Café Amber) and perform the actions from the scenario (access the e-mail account with the username and password, forward the e-mail). The interface was a mock program designed for this study and was deactivated after the completion of the study.

Following the mock crime, a non-verbal reasoning test taken with her and the professor’s consent) for multiplying exam papers.

e-mail with the exam subjects that the professor had sent to the tutor (Amalia Ciucă; the name of the actual tutor was used, with her and the professor’s consent) for multiplying exam papers.

The items utilized in this study were two-word phrases belonging to three categories of items: probes (the five critical items from the mock crime), targets (five to-be-recognized items, also from the same category as the probes), and irrelevants (items from the same category as the probes, not previously encountered). For each probe, four similar irrelevants were selected. The items were matched on number of syllables across the three categories (see Appendix). In each of the three conditions, each item was repeated four times, generating a total of 120 trials/condition. The participants were instructed to press Yes when presented with the targets, indicating recognition, and No to any other item encountered. The two response keys were counterbalanced across subjects. Item presentation was randomly established by the E-Prime software for the CIT and CITShift conditions. For the CITMem, a randomized list was generated and kept constant across subjects, to allow for verbal recall accuracy to be checked by the experimenter with a response key.

In the CITShift, the primary task remained the same, but the stimuli themselves appeared written in bold or in italics. Subjects had to press the answers to the CIT once if the item was written with bold and twice if the item was written with italics. Stimuli were presented equally often in bold or italics. The assignment of number of presses to the respective fonts was also counterbalanced across subjects.

In the CITMem condition, the task was spaced in sequences consisting in groups of three items, with items randomly divided over sequences. The subject again had to press Yes or No to each item according to CIT instructions, but additionally he/she had to memorize the last word of each two-word item. After each three items sequence, a blank screen appeared. The subject had to verbally reproduce the three words he/she had memorized. After this, the participant pressed the space bar in order to initiate the next three items sequence. The experimenter verified the accuracy of verbal answers with an answer-key. A total of 40 memory checks were performed.

Each condition began with a training phase identical in length (16 trials). For each condition, written instructions were presented and verbally clarified by the experimenter. The instructions for the CIT were identical for all the three tasks. For the CITMem and CITShift, general CIT instructions were followed by specific instructions referring to the additional task. A shortened version of the instructions also appeared on the computer screen before
the practice trials. The items used in the training phase were similar to the subsequent CIT items (three probes, three targets, 10 irrelevants).

The inter-stimulus interval randomly varied between 500, 800, and 1100 ms in order to discourage automatic responses or preparation effects (cf. Seymour et al., 2000). If a response was not made within 1200 ms, a “Too slow” message appeared. The 1200 ms interval was established after a pilot study in which shorter stimulus presentation RTs were associated with floor levels of performance on the CITMem and CITShift. No feedback was given (except for the practice trials, where the participant received feedback after every response). Each item remained on the screen until a response was made.

**Scoring**

For each condition, accuracy and RT (for accurate responses) on the CIT according to stimulus type represented the main collected measures. On the CITMem, an additional index of memory for each stimulus type across trials, and also for mixed groups of three was added. For each group of three items, we checked whether they recalled the last word for irrelevants, probes, or target items, and whether the group of three items was also correctly recalled. For the CITShift, accuracy in pressing once/twice the answer according to stimulus font was calculated; however, an inaccurate shift was not considered to be an error on the CIT (e.g., if the subject pressed once the answer No when presented with a probe it was pressed once the answer No when presented with a probe it was not considered to be an error on the CIT (e.g., if the subject pressed once the answer No when presented with a probe it was not scored as a CIT error). However, in the analysis of RTs, only time until first press was recorded and analyzed (for correct CIT responses).

**RESULTS**

**RESPONSE TIME**

**Group effects**

In order to analyze the RT data, an elimination of outliers was first conducted. Since there was an established upper limit for RTs of 1200 ms, we only eliminated responses faster than 200 ms as outliers. Descriptive data for accuracy and response time according to stimulus type are presented in Figure 1. In the subsequent analyses only the comparison between probes and irrelevants is considered, similar to other studies using the RT-based CIT (Seymour et al., 2000; Seymour and Kerlin, 2008; Verschueren et al., 2010; Visu-Petra et al., 2012).

A two-way repeated-measures ANOVA with Condition (CIT vs. CITMem, and CITShift) and Stimulus type (probes vs. irrelevant) as within-subject factors was conducted for the mean RT data. The results showed that there was a significant effect of Condition, $F(2, 144) = 341.91$, $p < 0.001$, MSE = 9600.04, partial $\eta^2 = 0.83$. Post hoc pairwise comparisons (with a Bonferroni correction) indicated that subjects were significantly faster on the traditional CIT than on both the CITMem, and the CITShift, $p < 0.001$. They were also significantly faster on the CITMem than on the CITShift.

There was a significant main effect of Stimulus type, $F(1, 72) = 288.63$, $p < 0.001$, MSE = 1958.06, partial $\eta^2 = 0.80$. Across conditions, subjects were faster in responding to irrelevants than to probes, $p < 0.001$ (see Figure 1).

Finally, there was a significant Condition $\times$ Stimulus type interaction, $F(2, 144) = 12.5$, $p < 0.001$, MSE = 678.88, partial $\eta^2 = 0.15$. There was a significant increase across tasks in RTs to both irrelevants, and probes, respectively, with the fastest responses on the CIT, followed by responses on the CITMem, and by longest responses on the CITShift, $p < 0.001$ in each case. To investigate the magnitude of the difference between RTs for irrelevants and probes across conditions, difference scores (difference between mean RTs for probes minus mean RTs for irrelevants) were calculated for each condition. Post hoc paired $t$-tests revealed that RT differences were smaller in the CIT than in the CITMem, $t(72) = 2.12$, $p = 0.04$, and in the CITShift, $t(72) = 5.23$, $p < 0.001$. Additionally, difference scores were significantly larger in the CITShift compared to the CITMem, $t(72) = 2.80$, $p < 0.007$.

**Detection efficiency**

Measurement of response latency differences across experimental conditions can lead “to an increased likelihood of finding

![FIGURE 1 | Mean response time (left) and accuracy (right), according to stimulus type (Probe, Irrelevant, or Target) and condition (CIT, CITMem, CITShift). Error bars indicate standard error of the mean (±2 SEM).]
spurious overadditive interactions” (Faust et al., 1999, p. 777), which could determine an artificial inflation of effect size. The authors recommended z-score transformations to augment traditional analyses of raw response latencies. Also, Bush et al. (1993) recommended the use of the z-score to remove the influence of individual differences in overall mean response latency within a single group. To eliminate individual differences in responsivity, within-question standardized scores were computed by subtracting the mean of all five responses (one probe and four irelevants) from the response to the probe and dividing that by the standard deviation of all five values (Ben Shakhar, 1985; Meijer et al., 2007). These standardized scores were then averaged over questions in order to produce a single detection score for the CIT, CITMem, and CITShift (Meijer et al., 2007).

According to signal detection theory, the efficiency of detection may be assessed by considering the degree of separation between the distributions of the detection measure for the innocent and the guilty conditions. Although we included only guilty participants in our study, the distribution of the detection score for innocent individuals can be estimated (Carmel et al., 2003; see also Meijer et al., 2007). Our signal detection parameters were based on a comparison with a simulated innocent group consisting of 73 participants. Following the procedure proposed by Carmel et al. (2003), we generated an innocent group by drawing five values randomly from a standard normal distribution. One value (as the “probe”) was standardized relative to the mean and standard deviation of all five values. The computation was repeated five times and the new values were averaged to obtain a score for one innocent participant (Meijer et al., 2007).

We also analyzed the possibility of increasing detection efficiency by combining measures of concealed information. Using the method described by Nahari and Ben-Shakhar (2011) and by Hu and Rosenfeld (2012), we averaged the z scores from CIT and the z scores from CIT Shift into a new combined measure.

After we computed the distance (in standard deviation units) between the centers of the two distributions (d′), we derived the area under the receiver operating characteristic—ROC (Ben Shakhar and Elaad, 2003). The area under the ROC curve (AUC) represents the degree of separation between the distributions of the response time from guilty and innocent participants. It varies between 0 and 1 (perfect detection level), with a chance level of 0.5 (Hu and Rosenfeld, 2012). The d′ and the AUC for each condition are displayed in Table 1.

### Intraindividual bootstrap analysis

To allow for a more in-depth testing of probe versus irrelevant differences within an individual, data from each condition were bootstrapped (Wasserman and Bockenholt, 1989) and hit rates were subsequently calculated. After excluding incorrect behavioral responses and artifacts, a computer program draws, with replacement, a set of individual probe reaction times equal to the number of accepted probe trials in each block and also draws (with replacement) an equal number of irrelevant reaction times, selected randomly from the irrelevant trials. Next, a difference score is obtained by subtracting the mean irrelevant reaction times from the mean probe reaction times. This process is repeated 500 times (Verschuer et al., 2009), resulting in a distribution of 500 differences scores. If the mean difference score minus 1.29 times the standard deviation is greater than zero, it can be concluded with 90% confidence that the probe reaction times are slower than the irrelevant ones.

### Table 1 | Means, Standard deviations, standardized differences (d′) and area under the curve (AUC) for CIT, CITMem, CITShift, and the combination of CIT and CITShift for the Guilty and Innocent Conditions.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Mean z</th>
<th>Standard deviation</th>
<th>Mean z</th>
<th>Standard deviation</th>
<th>d’</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIT</td>
<td>0.48</td>
<td>0.37</td>
<td>-0.04</td>
<td>0.31</td>
<td>1.54</td>
<td>0.86</td>
</tr>
<tr>
<td>CITMem</td>
<td>0.53</td>
<td>0.43</td>
<td>-0.03</td>
<td>0.38</td>
<td>1.39</td>
<td>0.83</td>
</tr>
<tr>
<td>CITShift</td>
<td>0.59</td>
<td>0.26</td>
<td>-0.02</td>
<td>0.43</td>
<td>1.71</td>
<td>0.88</td>
</tr>
<tr>
<td>CIT and CITShift</td>
<td>0.53</td>
<td>0.32</td>
<td>-0.08</td>
<td>0.37</td>
<td>1.75</td>
<td>0.89</td>
</tr>
</tbody>
</table>

Table 1 reveals that d’ values for the CIT, CITMem, and CITShift were 1.54, 1.39, and 1.71, respectively. The d’ value for the combination of CIT and CITShift was 1.75. The areas under the ROC curve (AUC) were 0.86 for the CIT, 0.83 for the CITMem, 0.88 for the CITShift, and 0.89 for the combination between CIT and CITShift (all other combinations had equal or lower AUCs compared to individual measures).

### RESPONSE ACCURACY

#### CIT accuracy

Additional analyses regarding performance accuracy according to stimulus type were conducted, in order to ensure the comparability of the current procedure with previous data reported by studies using similar methodology (e.g., Seymour et al., 2000). First, mean percent correct for responses to irrelevants and for deceptive responses to probes were calculated (see Figure 1). In order to directly compare percentages for the two stimulus types, an arcsine transformation was then applied to this percent correct data (Cohen, 1988, cf. Gamer et al., 2007).

First, a two-way repeated-measures ANOVA with Condition (CIT vs. CITMem vs. CITShift) and Stimulus type (probe vs. irrelevant) as within-subject factors was conducted. The results showed that there was a significant effect of Condition, F(2, 144) = 31.30, p < 0.001, MSE = 0.03, partial η² = 0.30. Post hoc pairwise comparisons (with a Bonferroni correction) indicated that subjects were significantly less accurate on both the CIT and the CITShift than on the CITMem (although accuracy on the CIT and on the CITShift did not differ).

There was also a significant main effect of Stimulus type, F(1, 72) = 80.86, p < 0.001, MSE = 0.01, partial η² = 0.53. Across conditions, accuracy in responses to irrelevants was higher than accuracy in responses to probes, p < 0.001 (see Figure 1).
Finally, there was a significant Condition \times Stimulus type interaction, $F(2, 144) = 23.59, p < 0.001$, MSE = 0.01, partial $\eta^2 = 0.25$. Accuracy in response to irrelevants differed across tasks, $F(2, 144) = 10.65, p < 0.001$, MSE = 0.01, partial $\eta^2 = 0.13$, with responses on the CITMem being more accurate than on both CIT and CITShift, $p < 0.05$. Accuracy in response to probes also significantly differed across tasks, $F(2, 144) = 33.67, p < 0.001$, MSE = 0.03, partial $\eta^2 = 0.32$. Again, post hoc contrasts revealed that accuracy to probes on the CIT and CITShift was significantly lower than accuracy to probes on the CITMem, $p < 0.05$. To investigate the magnitude of the difference between accuracy for irrelevants and probes across conditions, difference scores (accuracy for irrelevant minus accuracy for probes) were calculated for each condition. Post hoc paired t-tests revealed that the difference between irrelevants and probes was larger on the CITShift, compared to both CIT, $t(72) = 2.37$, $p < 0.02$, and to CITMem, $t(72) = 6.58$, $p < 0.001$, respectively. This difference was also larger in the CIT, compared to the CITMem, $t(72) = 4.93, p < 0.001$.

### Accuracy on the concurrent tasks

A final step was to check for accuracy on the secondary tasks (Mem and Shift). Results showed that accuracy for recalling groups of three on the CITMem was high, mean percent correct = 93.37, SD = 5.62. Comparing memory for probes versus irrelevants (after the arcsine transformation of percent correct data), we found that subjects were significantly more accurate in recalling the last word of the probes, than of the irrelevants, $t(72) = 7.85, p < 0.001$.

Overall accuracy in shifting between responses to stimuli written in bold or italics was also high, mean percent correct = 87.24, SD = 11.06. This time, accuracy in shifting responses to probes was lower than accuracy in shifting responses to irrelevants (after the arcsine transformation of percent correct data), $t(72) = 6.88, p < 0.001$.

### DISCUSSION

The present study analyzed how introducing an additional executive load impacts the accuracy and efficiency of deceptive responses in the RT-based CIT. We hypothesized that the introduction of a concurrent memory load or of flexible shifting demands along with the primary recognition task would selectively interfere with the executive processes required by deception. Therefore, we expected increased detection accuracy of the RT-based CIT in the two conditions with concurrent executive demands, compared to the traditional CIT. We anticipated that the introduction of more complex shifting demands would affect performance to a larger degree than the memory demands. Finally, we also checked whether performance on the concurrent task was itself affected by CIT stimulus type (probe vs. irrelevant).

The results partially confirmed these predictions, but revealed interesting distinctions between group and individual detection efficiency, and between performance accuracy and response time. First, it should be pointed out that the concealed knowledge effect was confirmed across tasks, with subjects presenting longer RTs and lower accuracy on the probes, compared to the irrelevants. This supports the potential of the two RT-based CIT versions (with additional memory load or set-shifting demands) to distinguish between truthful and deceptive responses.

Looking at group differences between conditions in terms of RT, we found that subjects were faster on the CIT than on the versions containing additional memory updating or set-shifting demands. This difference was probably a consequence of the extra time required to deal with the increased cognitive load, which affected preparatory, processing, or execution stages of responses in the dual-task conditions (Pashler, 1994). The result confirms previous findings that have used an interfering WM task in the CIT, which increased RTs to both irrelevants and probes (Ambach et al., 2011). Similar to Ambach’s study, the increase in RTs to probes was larger than the increase in RTs to irrelevants, with the outcome of an increased RT-based detection efficiency in the two conditions that contained interfering tasks, compared to the traditional CIT condition – at least at this group level. Since the design did not allow us to directly contrast the influence of the additional cognitive load on guilty versus innocent participants’ behavior, a next step was to simulate a hypothetical group of innocent subjects.

The comparison between distributions of the guilty group and the simulated innocent group showed that the CIT $d'$ value was slightly below the average effect size ($d' = 1.55$) computed in the meta-analysis made by Ben Shakhar and Elaad (2003) for the psychophysiological CIT. The ability of all the measures to differentiate between guilty and innocent participants was evident from the $d'$ values. The values of 1.39, 1.54, 1.71, 1.75 for the concealed information measures in this study represent a large effect size (Cohen, 1988). Also, the computed AUC showed accurate discrimination for all conditions, with the highest rate for the combined measure (CIT + CITShift). Among the two interfering tasks, the demand to flexibly shift responses on a trial-to-trial basis created the largest discrepancy between responses to probes and to irrelevants, and was also associated with the highest hit rate (68%) among the three conditions, although the differences among them were not significant.

In terms of performance accuracy, subjects had fewer errors in a CITMem, compared to the traditional CIT and to the CIT-Shift conditions. Importantly, this effect was visible for all stimulus types, and did not differentiate between them. Increasing demands for attentional control induced by concurrent tasks have not been found to affect simple recognition accuracy (Baddeley et al., 1984; Craik et al., 1996), unless there is a deep encoding of the to-be-recognized items (Hicks and Marsh, 2000). It is plausible that the additional conceptual processing required by the memory task might have led to a deeper encoding and to a better subsequent recognition of the stimuli in the CIT task. Since we could not prioritize one task over another, it could be conjectured that the subjects strategically used a sequential strategy. In this context, not only would the two tasks not disrupt each other, but performance on one task could even be enhanced by a deeper earlier processing of the stimuli within the other. When input stimuli are similar, it is possible for dual-task performance to be enhanced because the “same set of processing machinery could be turned on and used for both” and because overt responses we not incompatible between tasks (Pashler, 1994, p. 221). For instance, when focusing on encoding the last word of the probes, subjects could become more aware of the type of stimulus (probe or irrelevant) for the CIT response. Or conversely, if they first focused on responding to the CIT, recognition of the item as a probe could result in an
enhanced memory for the previously encountered stimulus. This was indeed demonstrated by better overall accuracy in probe recall. The prolonged/more intensive processing of the stimuli in this condition was translated into an increase in response time compared to the CIT, leading to a potential speed-accuracy tradeoff that is often found in dual-task contexts (Schumacher et al., 2001).

Why was a similar effect not visible in the CITShift condition? In this case, overall accuracy wasn’t significantly different from the traditional CIT, and further, the crucial difference between truthful and deceptive responses was even enhanced – just as we initially expected for both dual-task conditions. Two types of explanations might account for the different findings resulting in enhanced detection efficiency with this task. Firstly, both lower accuracy on the Shift task and the increased processing time suggest that the concurrent task was more difficult and executive-demanding than the memory load task. This confirms the superior executive demands induced by switching between task sets, when compared to simple memory storage (Oberauer et al., 2003). The conclusion is also supported by the greater reciprocal interference between competing tasks when probes were presented. The result of the interference led to a decrease in performance in both the CIT response (longer RT, lower accuracy compared to irrelevants) and the shifting task (lower accuracy for probes). Secondly, the shifting task targeted the perceptual (font type), and not the conceptual dimension of the CIT stimuli. This could have generated a greater incompatibility between the two tasks, affecting the more executive-demanding deception trials more. The literature (Pashler and Christian, 1994) suggests yet another possibility: the two simultaneous overt manual responses elicited by the CITShift interfered to a greater degree than the manual plus vocal – non-simultaneous – response present in the CITMem. Finally, an interesting possibility is that the superior accuracy found in the CITMem could simply be a result of the task providing the participants with regular (self-paced) breaks in order to recall the items. This could help them maintain better focus and diminish the goal neglect induced by the (fast-paced) superimposition of two tasks (such as in the CITShift).

Accuracy on the concurrent tasks was high in both conditions, but much higher in the Mem task (93%) compared to the Shift task (87%) and to the previous investigation of Ambach et al. (2011) using an n-back task (83%). It has been shown that if the memory load is significantly below the subjects’ memory span (in this case, three elements), people’s ability to retain the memory load is usually unaffected by the concurrent task, except for a relative slowing of overall task performance (Pashler, 1994) also noticeable in the present study. Interestingly, probes were better recalled than irrelevant items. This could be a result of previous exposure to the probe stimuli during the mock crime. The preferential recall of probes could also indicate memory enhancement for stimuli with emotional/motivational significance, compared to neutral stimuli (Kensinger and Corkin, 2003). The Shift task revealed an opposite trend, namely poorer shifting accuracy in response to trials containing probes. We have already proposed some explanations suggesting the higher interference between the CIT and Shift tasks in the more executive-demanding tasks containing probes. The results obtained with the concurrent task underline the importance of equating for interfering task difficulty; this could be achieved by a control condition containing only the concurrent tasks, but not targeting items from the CIT.

To summarize, by contrasting general detection efficiency between the three conditions, we found the following. According to the group analyses, both dual-task conditions were superior in discriminating between truthful and deceptive responses. Signal detection parameters based on a comparison with the simulated innocent group showed accurate discrimination for all conditions, but did not reveal the same advantage of the dual-task conditions over the traditional RT-based CIT. This apparent inconsistency is not simply a byproduct of the overall slower responses found in the dual tasks, as revealed by our analyses on standardized data. The most plausible explanation is that some participants in the CITShift condition might have presented extremely large probe-irrelevant differences, which were responsible for the group effect. In the light of the current research, the comparison of differences in response latency at a group level need to be interpreted with caution. Combining analyses performed on raw and transformed data can provide important information regarding the most appropriate interpretation of differences in response latency. The computed hit rates for all conditions were slightly higher than those previously found in other RT-based CIT studies (e.g., hit rate of 56%, Verschuere et al., 2009). However, the hit rates computed in our study were still modest (as compared to 95% discrimination accuracy found by Seymour et al., 2000, although different estimating methods were used in that study). Looking at combinations between CIT versions, a combined measure including both CIT and CITShift showed the highest discrimination efficiency. In terms of accuracy, the demand to flexibly shift between types of responses generated the largest discrepancy between probes and irrelevants, while the additional memory load led to ceiling levels of performance accuracy on the CIT (98% for both probes and irrelevants). Performance accuracy on the concurrent tasks was affected by the type of trial (truthful or deceptive), revealing that these tasks could themselves provide valuable clues for deception detection.

The study extends the existing literature dealing with the impact of interfering tasks on the CIT (Ambach et al., 2008, 2011; Hu et al., 2013) in several ways. In the Ambach and collaborators’ studies the exposure time for each CIT (pictorial) stimulus was very large (10 s) in order to collect physiological measures. The authors themselves state that the longer mean RT to CIT stimuli than in other studies could be responsible for the surprising results of shorter RTs for probes than for irrelevants, possibly suggesting strategic alterations of responses in order to appear innocent. In our study the use of the RT-based CIT, the faster pace of the task (1.2 s per verbal stimulus) led to a greater temporal overlap between the primary and the concurrent task, probably generating a stronger interference. However, the self-paced nature of the task induces a potential confound: individual response speed influences overall task speed because by responding earlier the subject receives the following item earlier. A basic measure of psychomotor speed could be introduced to investigate the impact of this individual difference. A further potential confound might be introduced by using three ISIs. However, an analysis of RTs to each stimulus type separated by the preceding ISI interval (500, 800, or 1100 ms) revealed no significant differences.
Second, in both Ambach et al.’s (2008, 2011), and the Hu et al. (2013) studies the inhibition task was peripheral and did not involve the CIT stimuli themselves. In the present study, the concurrent task involved processing the CIT stimuli themselves (remembering the second word of each item in the CITMem and shifting between CIT stimuli written in bold or italics in the CIT-Shift). Again, this might have increased the interference between the two tasks, and led to differences in accuracy/RT between conditions. Finally, Ambach et al. (2011) consider the assignment of conditions (with or without parallel tasks) to large blocks as a potential limitation of their initial study. They favored rapid switches between conditions in the second study. However, we believe that in our design, this manipulation would have induced additional trial-by-trial switching costs, which would obscure the specific effect of memory load/switching interference. Thus, a large blocks counterbalanced design was chosen.

In the present study, the detection efficiency (compared to a simulated innocent group) in the conditions in which interfering memory (AUC = 0.83) or shifting (AUC = 0.88) demands were introduced was not significantly larger than in the pure RT-based CIT (AUC = 0.86). This final value is strikingly similar to the one obtained by Hu et al. (2013) for their pure RT-based CIT in the comparison with an authentic innocent group (AUC = 0.86). However, in their case, the introduction of an interfering inhibition task led to a significant improvement in detection efficiency (AUC = 0.94). One possibility is that inhibition plays a more crucial role in the deception processes required by the CIT than memory updating or switching, so that interfering with these inhibitory processes leads to greater disruption of deceptive responses. However, design differences between ours and the Hu et al. (2013) study (e.g., a substantially larger number of trials in our case, the use of a peripheral rather than central interference task in their case, and the use of a simulated versus a real innocent group) makes it problematic to directly contrast the findings of these two studies. Further research is needed to disentangle the differential contributions of inhibition, switching, and memory updating demands to the production and execution of deceptive responses in the CIT, preferably in a unitary interference design such as the one proposed in the present study.

An important limitation of the present study is the fact that the exposure time for each stimulus exceeded 1 s, allowing for potential strategic alterations of response speed (Seymour et al., 2000). This could account for the relatively smaller difference between RTs for irrelevant stimuli from an investigation. It has been shown that rapid alternations between question types (e.g., relevant and irrelevant/anticipated and unanticipated questions), differentially affects liars’, and truth-tellers’ responses (Vrij et al., 2009). However, a cautionary note relates to the possibility of using the CITShift as a countermeasure. More specific, deceptive subjects might deliberately focus

Both the RT-based CIT, and the “cognitive load” paradigms are recent developments in deception detection research. They are supported by a growing body of evidence (so far, mostly laboratory) that can inform research into the cognitive mechanisms involved in the deceptive act. The use of an interference design can deepen this understanding, creating a selective disruption of a particular executive skill involved in deception. Theoretically, by experimentally introducing different concurrent tasks, one can speculate with regards to the extent to which a particular executive skill is essential to the deceptive act when disrupted, and thus inform research into the neurocognitive mechanisms involved in deception. An implicit assumption which guides the interpretation of our results is that there is a general mechanism subserving both executive functioning and deceptive responses (Johnson et al., 2004), so that disrupting the efficiency of executive functions would directly impact the way a person constructs and executes the deceptive response. However, there is an open question regarding the possibility to dissociate the executive processes underlying deceptive behavior based on such interference designs. Considering the differences between the two dual-task experimental conditions (different fonts used only in the CITShift, regular breaks provided only by the CITMem), their differential impact on deception detection cannot be directly contrasted. Alternative interference designs which would equate for all these experimental variables and would also separately test for individual proficiency in distinct executive functions could offer valuable insights into the executive mechanisms underlying deceptive behavior.

Could the RT-based CIT plus a concurrent task be potentially implemented in field settings? Our results caution us not to transfer this procedure without further documenting its impact upon both RT and accuracy of responses. In the case of CITMem, while the RT for correct responses (the main output) supports the potential of such interference designs to enhance deception detection, an analysis of response accuracy reveals that there are also more correct responses, which makes their comparison with the CIT questionable in terms of RT. As suggested previously, it is possible that this effect might be a result of the CITMem targeting the very contents of the CIT, leading to an increased/prolonged processing of these contents, and to a better performance in deceptively denying their recognition. Further research should confirm whether the introduction of a CITMem peripheral to the CIT in the rapid-paced version of the CIT might provide an optimal candidate for detecting deception.

The demand to flexibly shift between two types of motor responses in accordance to a perceptual characteristic of the CIT stimuli was found to discriminate best between truthful and deceptive responses (at least at a group level). This result has potential implications for interviewing techniques, especially for those involving visual stimuli. Interviewers can alternate between relevant and irrelevant questions regarding critical stimuli from an investigation. It has been shown that rapid alternations between question types (e.g., relevant and irrelevant/unanticipated questions), differentially affects liars’, and truth-tellers’ responses (Vrij et al., 2009).
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### APPENDIX

Table A1 | Items (English translation) derived from the mock crime and used in the RT-based CIT.

<table>
<thead>
<tr>
<th>Probes</th>
<th>Targets</th>
<th>Irrelevants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psiho MCC*</td>
<td>Psiho GEN</td>
<td>Psiho DEZ</td>
</tr>
<tr>
<td>Four green</td>
<td>Nine brown</td>
<td>Six yellow</td>
</tr>
<tr>
<td>Amalia Ciucu</td>
<td>Bianca Coman</td>
<td>Emilia Anton</td>
</tr>
<tr>
<td>Cafã© Amber</td>
<td>Cafã© Dante</td>
<td>Cafã© Tonka</td>
</tr>
<tr>
<td>Bicaz Street</td>
<td>Tomis Street</td>
<td>Tusnad Street</td>
</tr>
</tbody>
</table>

*The abbreviation Psiho XXX stands for the name of the course in Romanian, for example: Psiho GEN, general psychology; MCC, cognitive behavioral modifications; DEZ, developmental psychology; COG, cognitive psychology; JUD, forensic psychology; SOC, social psychology; the students are used with these abbreviations for their courses names.*
Lie detection procedures typically aim at determining the guilt or innocence of a single suspect. The Concealed Information Test (CIT), for example, has been shown to be highly successful in detecting the presence or absence of crime-related information in a suspect’s memory. Many of today’s security threats, however, do not come from individuals, but from organized groups such as criminal organizations or terrorist networks. In this study, we tested whether a plan of an upcoming mock terrorist attack could be extracted from a group of suspects using a dynamic questioning approach. One-hundred participants were tested in 20 groups of 5. Each group was asked to plan a mock terrorist attack based on a list of potential countries, cities, and streets. Next, three questions referring to the country, city, and street were presented, each with five options. Skin conductance in all five members of the group was measured simultaneously during this presentation. The dynamic questioning approach entailed direct analysis of the data, and if the average skin conductance of the group to a certain option exceeded a threshold, this option was followed up, e.g., if the reaction to the option “Italy” exceeded the threshold, this was followed up by presenting five cities in Italy. Results showed that in 19 of the 20 groups the country was correctly detected using this procedure. In 13 of these remaining 19 groups the city was correctly detected. In 7 of these 13, the street was also correctly detected. The question about the country resulted in no false positives (out of 20), the question about the city resulted in two false positives (out of 19), while the question about the streets resulted in two false positives (out of 13). Furthermore, the two false positives at the city level also yielded a false positive at the street level. Even though effect sizes were only moderate, these results indicate that our dynamic questioning approach can help to unveil plans about a mock terrorist attack.

**Keywords:** lie detection, concealed information test, guilty knowledge test, searching concealed information test

---

**INTRODUCTION**

The Concealed Information Test (CIT; Lykken, 1959; Verschuere et al., 2011) uses physiological responding to determine the presence or absence of crime-related information in a suspect's memory. In a typical CIT, questions concern crime details known only to the perpetrator and the investigative authorities, but not to an innocent suspect. With each question, several answer options are presented serially, while peripheral autonomic nervous system activity is recorded. Answer options include the correct, but also several plausible but incorrect ones (e.g., “Was the victim dumped... (a) on a construction site, (b) in a pond, (c) on a beach, (d) in a dumpster, (e) in the trunk of a car”). For an innocent suspect, all options are equally plausible and will therefore elicit similar physiological responses. For a guilty suspect, the correct option is salient and significant, and will therefore elicit an enhanced orienting response (Verschuere et al., 2004). Such an orienting response is reflected by several psychophysiological responses, such as an increased skin conductance response (SCR; Lynn, 1966). Thus, a consistent pattern of stronger responding to the correct options indicates knowledge of intimate crime details, from which guilt can be inferred.

Historically, the CIT has been used to infer guilt or innocence using information known to the investigative authorities. However, the CIT can also be employed when the correct option is not known, and the purpose of the investigation is to detect which of several options is the correct one. In this case, a series of options is presented to the suspect, and the option that evokes the largest physiological response warrants further investigation. This approach is often referred to as the Searching-CIT (S-CIT; Osugi, 2011) and can be used to discover, for example, the location of the body of a murder victim when the perpetrator is known (Nakayama, 2002). Applying the S-CIT to a terrorism scenario, Meixner and Rosenfeld (2011) asked 12 participants to choose a type of bomb, a location, and a date for a mock terrorist attack from a list, resulting in 36 to be detected details. Using a CIT based on the P300 component of the event related potential, they were
able to correctly identify 21 out of these 36 details, with no false positives.

Meijer et al. (2010) applied a variant of the S-CIT to a group of mock terrorism suspects. The idea behind this study was that the CIT and S-CIT are typically used to render a decision at the individual level. Yet many of today’s security threats come from terrorist networks and organized crime. In these cases there may often be a group of people suspected of either planning or committing a crime. In Meijer et al. (2010), 12 participants were instructed to pretend they were members of a terrorist organization. They received information about the target, location, and date of an upcoming terrorist attack, and were then subjected to the CIT. An analysis at the group level showed that the correct option elicited a significantly larger average SCR, and as such information about an upcoming mock terrorist attack could be extracted from the group. Using a similar group approach but with a standard CIT, Bradley and Barefoot (2010), tested whether they could correctly identify exposure to one of three mock village scenarios. Groups of participants viewed tea making, bomb-making, or no activity, while building a card house. The CIT results showed that on the basis of group average SCRs, 80% of the bomb-making groups, and 75% of the tea making groups were correctly identified.

While Meijer et al. (2010) showed that the CIT can be used to elicit sensitive information from groups, their approach may be of limited applicability because the CIT format requires a limited number of plausible answer options. In some cases the number of available options may be naturally limited; while in others, the available options could be reduced by police work. Yet, the potential for real life application of the group variant of the S-CIT would be increased considerably if the content of test questions administered to suspects could be made contingent on their physiological responding to previous questions. For example, if the location of an upcoming attack is of interest, the first question could entail different countries, the next question could entail regions, then cities, etc. However, using series of questions requires an immediate feedback about which option evoked the largest mean physiological response. In the current experiment, we tested whether such an approach could be used to identify details of a mock terrorist attack. To enable immediate feedback, we performed an experiment in which we simultaneously measured skin conductance of groups of participants. These group data were analyzed immediately after each question, and the next CIT question presented was selected based on the responses to the previous question.

**MATERIALS AND METHODS**

**PARTICIPANTS**

Participants were 105 students of the University of Cologne, who received 10€ for their participation. Participants were tested in groups of five. Data of one group was discarded due to technical failure. Thus, the remaining sample consisted of 100 participants (28 men) with a mean age of 23.7 years (SD = 3.66).

All participants received written information about the procedure of the experiment before coming to the lab and read and signed a letter of informed consent before participating. The experiment was approved by the ethical committee of the Faculty of Psychology and Neurosciences of Maastricht University.

**PROCEDURE**

Once all five participants of a group arrived in a room located next to the laboratory, they were instructed by the experimenter to treat the experiment as a role playing game and imagine being members of a terrorist network whose job is to select a location for an attack. No reference to the type of attack was made. The group was informed that once they had selected their location, they would be subjected to a lie detection test, and their task was to try to conceal the information from the experimenter. The experimenter stressed that it was crucial to the study that everybody remembered their choice, and that they would be given a memory check after the test. Next, the experimenter instructed the group on how to select a location, and left the room. The group was given 10–15 min to make their selection.

The location of the attack consisted of a country, a city within this country, and a street within this city. First, the group had to open a sealed envelope labeled “Countries.” This envelope contained a list with five European countries. Together, they had to decide on a country for their attack. Next, they opened a second envelope which contained five separate envelopes, one for each country. They opened only the envelope for the country they had chosen, and this envelope contained a list of five cities within that country. They chose one of these cities, and proceeded with opening the last envelope labeled with the city of their choice. This last envelope contained a list of five streets in the chosen city, from which they selected one. This procedure was used to ensure participants were not exposed to the cities and streets that were not part of their chosen location1. Once the group had selected their location, they listed it on a form signed by all members. This form served as the ground truth criterion. One member of the group held on to this form, and gave it to the experimenter at the end of the experiment. Thus, the experimenter was unaware of the details the group had chosen.

Once the group had completed the steps described above, they came to the testing room where the experimenter was waiting. Participants were seated in five cinema chairs facing a wall, and separated by room dividers so they could not see each other. Sensors measuring skin conductance were attached, and the S-CIT was performed. During the S-CIT, the experimenter was seated behind the cinema chairs. Upon completion of the CIT, the participants filled out a free recall memory check, and were thanked and paid for their participation.

**SEARCHING-CONCEALED INFORMATION TEST**

The S-CIT consisted of one example question and three test questions. The example question dealt with the day of the week (Today is . . . Monday . . . Tuesday . . . Wednesday . . . Thursday . . . Friday . . .) and served to familiarize the participants with the procedure. Test questions referred to the country (“With this question we will determine in which country the attack will take place. Is it . . .?”), the city (“With this question we will determine in which city the attack will take place. Is it . . .?”), and the street (“With this question we will determine at which street the attack will take place. Is

---

1 This also means participants were exposed to all the correct and incorrect options of their plan. Research by Verschuere and Crombez (2008), however, showed that such previewing did not affect detection efficiency.
it . . . ?

The next question to be presented. The following tion, and the outcome was used by the experimenter to determine across all five options within each question. Next, the standardized relative to the mean and standard deviation of the SCRs (Ben-Shakhar, 1985). Specifically, the SCR to each option was stan-

To eliminate individual differences in responsivity, the raw maximum positive deflection in the 1–7 s window after stimulus onset. T o eliminate individual differences in responsivity, the raw SCRs were transformed to a within-participants standard scores (Ben-Shakhar, 1985). Specifically, the SCR to each option was stan-

Averaged SCRs were then taken across options, resulting in a single z-score for each option. These z-scores were then averaged across repetitions.

The analysis described above was performed after each ques-

Skins conductance was measured using dry electrodes with 1V DC system (Wild devine IOM), and sampled at 31 Hz. Sensors were placed on the tip of the index finger and the ring finger of the left hand of each participant. SCR's were defined as the maximum positive deflection in the 1–7 s window after stimulus onset. To eliminate individual differences in responsivity, the raw SCRs were transformed to a within-participants standard scores (Ben-Shakhar, 1985). Specifically, the SCR to each option was stan-

To compare these results with outcomes that would be expected under a condition of chance level performance, we applied the simulation procedure outlined by Meijer et al. (2007). Adopting this procedure to the present data, we randomly drew five values from a standard normal distribution, representing one partici-

For 7 out of the 20 groups (35%), the correct location (country, city, and street) was successfully identified, for 9 groups (45%) a "no decision" verdict was rendered, while in 4 (20%) an incorrect location was identified.

Correct recall on the memory check after the test was 100%. Average number of repetitions for question 1 was 2.05, for question 2 2.32, and for question 3 2.47. The results of the experimental groups are displayed on the left panel of Figure 1. The country was correctly identified in 19 of the 20 groups and in the remaining group no decision was made. The results of the second stage revealed that among the 19 groups for which the country was correctly detected, the city was correctly identified in 13. In four groups, no decision was made, while in two an incorrect option exceeded the threshold. Among these 13 groups, the street was correctly identified in seven, while in four groups no decision was made, and in two an incorrect street name exceeded the thresh-

To compare these results with those reported in other studies we computed the effect size based on individual data, using the ground truth criterion. This was done by simulating data to rep-

To compare these results with outcomes that would be expected under a condition of chance level performance, we applied the simulation procedure outlined by Meijer et al. (2007). Adopting this procedure to the present data, we randomly drew five values from a standard normal distribution, representing one partici-

For example, while in 35% of the experimental groups the precise location (country, city, and street) was correctly identified, for 9 groups (45%) a "no decision" verdict was rendered, and in 4 cases (7.7%) an incorrect option was identified. In the 2 cases where a question without the correct option was presented an incorrect option was identified. For 7 out of the 20 groups (35%), the correct location (country, city, and street) was successfully identified, for 9 groups (45%) a "no decision" verdict was rendered, while in 4 (20%) an incorrect location was identified.

To compare these results with outcomes that would be expected under a condition of chance level performance, we applied the simulation procedure outlined by Meijer et al. (2007). Adopting this procedure to the present data, we randomly drew five values from a standard normal distribution, representing one partici-
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For example, while in 35% of the experimental groups the precise location (country, city, and street) was correctly identified, for 9 groups (45%) a "no decision" verdict was rendered, and in 4 cases (7.7%) an incorrect option was identified. In the 2 cases where a question without the correct option was presented an incorrect option was identified. For 7 out of the 20 groups (35%), the correct location (country, city, and street) was successfully identified, for 9 groups (45%) a "no decision" verdict was rendered, while in 4 (20%) an incorrect location was identified.

To compare these results with outcomes that would be expected under a condition of chance level performance, we applied the simulation procedure outlined by Meijer et al. (2007). Adopting this procedure to the present data, we randomly drew five values from a standard normal distribution, representing one partici-
FIGURE 1 | Number of correct, incorrect and no decision verdicts for the three questions for the experimental participants (left panel) and the simulated innocent participants (right panel).

only the groups for which the correct option was actually presented were included. Cohen’s $d$ was calculated by subtracting the mean $z$-value of a randomly chosen option for the simulated data from the mean $z$-score to the correct option for the experimental participants and dividing this difference by the pooled standard deviation. Question 1 (Country; 95 participants) yielded an effect size of 1.12. Question 2 (City; 95 participants) yielded an effect size of 0.53. Question 3 (Street; 65 participants) also yielded an effect size of 0.53.

Finally, effect sizes (Cohen’s $d$) comparing the group averaged $z$-values were computed, including only those groups for whom the question with the correct option was presented. Effect sizes were 2.70 for question 1 (Country; 20 groups), 1.67 for question 2 (City; 19 groups), and 1.66 for questions 3 (Street, 13 groups). To check for the effect of habituation, we also compared the group averaged $z$-values of the first and the second repetition within each question using paired $t$-tests. Only for question 2 was there a significant decrease in differential responding between the two repetitions [$t(18) = 2.27, p = 0.04$]. The decrease in differential responding between the repetitions in question 1 and 3 were not significant [$t(19) = 1.50, p = 0.15$ and $t(12) = 1.77, p = 0.10$, respectively]. Effect sizes of the group averaged $z$-values based on only the first repetition decreased to 2.15 for question 1, 1.36 for question 2, and 1.29 for question 3.

DISCUSSION

The goal of this experiment was to examine the possibility of applying a variant of the S-CIT to detect concealed information from groups of suspects using a sequence of questions, such that the content of a question is contingent on the physiological responding to the previous question. To enable immediate feedback, we collected skin conductance data simultaneously from multiple participants and analyzed the responses immediately following each question. Results showed that the precise location of a mock terror attack planned by the participants was correctly detected in 35% of the groups, while in 20% an incorrect location was identified. The remaining groups (45%) rendered a “no decision” verdict.

Although the procedure performed above chance level, it led to a relatively high number of incorrect identifications. Two considerations are important here. First, it is important to realize that in the four groups where an incorrect location was identified, the information was still partially correct. In two groups the Country was correctly identified, while in the other two both the Country and the City were correctly identified. As such, the test did yield some information gain. Second, in contrast to criminal investigations where the CIT outcome typically addresses the guilt or innocence of a suspect, in the current application of the S-CIT, the costs of missing information about a planned terror attack outweigh the costs of incorrectly identifying a location. Even though due to the design of the current study, an incorrect identification also means missing the correct option, this may not be the case in a real life application, as the correct option may simply not be included. This justifies the use of a non-conservative cut-off point, yielding a relatively large false positive rate as done in this study. Yet, it is important to realize that other applications may warrant a different cut-off point than the one used in this study.

The relatively high number of false identifications and no decisions verdicts is not surprising given that the effect sizes at the individual level were only moderate. A number of explanations may account for this. First, the sensors used were dry electrodes, which may be less sensitive to changes in skin conductance. Secondly, the stimuli may have possessed relatively little signal value. Contrary to mock crime studies, where participants actually perform an act, in the current study participants were required just to pick options from a list. Needless to say, they were aware of the fact that they would not actually act out the scenario. In this sense the paradigm used here resembles the card test or the code words paradigms, which have been shown by Ben-Shakhar and
Elaad (2003) to yield effect sizes (1.35 and 1.16, respectively) of similar magnitudes to those obtained in this study for the first question (1.12).

The first question yielded a higher effect size than the second and third question. Several explanations may be offered for this finding. First, due to habituation differential responding to correct and incorrect options may have decreased over time. Yet, the analysis of the repetitions within each question did not yield strong support for this. Although there was a significant reduction in differential responding for question 2, the effect sizes of all three questions decreased when using only the first repetition, due to the increased standard deviation in the simulated innocent group. An additional explanation for the difference between the questions may be found in the work of Bradley and Janisse (1979). These authors used a standard CIT, with pupillary response as the dependent measure. By giving the participants fake feedback about the test’s performance during previous trials, participants were led to believe that the test was either perfectly effective (100% accurate), somewhat effective (33 or 67% accurate), or perfectly ineffective (0% accuracy). Results showed that participants who were led to believe that the test was somewhat effective were easier to detect than those who were led to believe that the test was perfectly effective or perfectly ineffective. In the current experiment, in 19 out of the 20 groups, the cities presented with the second question were in the correct country. This may have served as feedback that the test was accurate to 95% of the participants, which, in line with the findings of Bradley and Janisse (1979) would explain the lower accuracy of the second and third question. Finally, the advantage of the first question over the subsequent questions may be explained in terms of differences in stimulus significance. Names of countries, may have been simply more salient and significant for the participants than names of cities and the streets.

Several limitations of this study deserve some attention. First, because the results were analyzed at the group level, all options need to be identical for all participants. As a consequence we did not check whether some of the items were personally relevant to some of the participants. But this will also characterize realistic situations. Secondly, as the experimenter was blind to what happened during the planning phase, we did not collect any data on social group interaction such as communication and compliance to the final decision. Future studies may incorporate such information, and, for example, test its influence on test efficiency. Finally, in the current experiment we used only guilty participants. One may argue that this does not represent realistic situations, where typically some suspects may be innocent and thus not possess any critical information. Thus, in reality the group tested may consist of both informed and uninformed suspects. Recently, Breska et al. (2012) tested the efficiency of two classes of algorithms for analyzing S-CIT data designed to detect critical information and differentiate between guilty and innocent examinees. The first class relied on a simple averaging procedure, while the second class relied on a PCA approach. They applied these algorithms on three data-sets of previous studies that used the standard CIT and demonstrated that in most cases the detection efficiency of both classes of algorithms was similar to that of the standard CIT. Moreover, the algorithms were relatively robust to the introduction of unknowledgeable participants in the sample.

Such an analysis could also be applied with our dynamic questioning approach if only some participants possess the relevant knowledge.

The aim of our dynamic questioning approach was to increase the potential for real life application of the group variant of the S-CIT. Yet, due to the nature of the CIT format, even with this dynamic questioning approach the number of potential options needs still be limited somehow. Practically, this can be done by using intelligence gathered by investigative authorities. So it is important to note that even the dynamic questioning approach cannot be applied without at least some prior intelligence.

In sum, this study was a first attempt to use a dynamic questioning approach and despite the modest effect sizes obtained, and the finding that in only 35% of the groups tested the entire plan was correctly identified, we did demonstrate that this usage of the S-CIT can perform above chance level and yield important information gain. Moreover, even with the modest effect size of 1.12, the question referring to the Country of the attack yielded an impressive detection rate of 19 out 20 correct identifications. Although we can only speculate about the magnitude of the effect size to be expected in a field application, the bulk of available research indicates it will most likely be higher than the 0.53 obtained for the questions referring to the City and the Street (Ben-Shakhar and Elaad, 2003). We therefore believe that this approach deserves further research, for example with the use of multiple physiological and behavioral measures which can enhance detection efficiency.
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Autobiographical memory is the ability to remember events that constitute part of one's life, such as directly experienced events. It is part of the episodic memory, which is, in turn, part of the long-term memory (Tulving, 1983). Available assessment methodologies of autobiographical memories focus on the subject’s overall ability to recall past memorized events. For example, the Autobiographical Memory Interview (AMI; Kopelman et al., 1989) consists of a series of questions asking subjects to retrieve personal events related to a target concept. Most techniques for investigating this field are limited to the estimation of the individual/patient’s capacity of recalling past autobiographical information rather than measuring the presence/absence of a specific autobiographical memory.

Methods for evaluating single autobiographical memories are limited to a few techniques such as the Guilty Knowledge Test (GKT; Lykken, 1959; Ben-Shakhar and Elaad, 2003) also known as Concealed Information Test (CIT). The GKT largely relies on the orienting response. In a typical GKT examination, participants, while undergoing the polygraph testing (physiological measurements), are shown a series of stimuli, including a salient one, related to a crime. When the stimulus related to the crime is shown, the subject can easily recognize it, thus producing an orienting reflex (e.g., skin conductance increase and heart rate deceleration). For a recent book on this technique, see Verschueren et al. (2011).

A new method that can be used to identify a true autobiographical memory, intentions and reasons that motivate an act is the autobiographical Implicit Association Test (aIAT; Sartori et al., 2008) a variant of the Implicit Association Test (IAT; Greenwald et al., 1998) that is used to establish whether an autobiographical memory is encoded in the respondent’s mind/brain. More specifically, with the aIAT, it is possible to evaluate which one of two autobiographical events is true. The method consists of a computerized categorization task. The aIAT includes stimuli belonging to four categories, two of them are logical categories and are represented by sentences that are always true (e.g., I am in front of a computer) or always false (e.g., I am climbing a mountain) for the respondent; two other categories are represented by alternative versions of an autobiographical event (e.g., I went to Paris for Christmas, or I went to New York for Christmas), only one of which is true. The true autobiographical event is identified because, in a combined block, it gives rise to faster reaction times when it shares the same motor response with true sentences. Here, we reviewed all the validation experiments and found more than 90% accuracy in detecting the true memory. We show that agreement in identifying the true autobiographical memory of the same aIAT repeated twice is, on average, more than 90%, and we report a technique for estimating accuracy associated with a single classification based on the D-IAT value, which may be used in single subject’s investigations. We show that the aIAT might be used to identify also true intentions and reasons and conclude with a series of guidelines for building an effective aIAT.
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American names and pleasant words: This block should be easier to categorize than the one associating African American names and pleasant words. The reversed pattern is found for African American participants. The IAT has been extensively studied in social psychology to assess implicit beliefs, attitudes, and prejudices to measure self-esteem and self-concept (Nosek et al., 2007).

Clinical applications indicate that the IAT may be an effective technique to identify suicide-prone subjects, Pedophilia sexual orientation, doping, and personality assessment (Gray et al., 2005; Schmucler et al., 2008; Nock et al., 2010; Petróczi et al., 2010). Nock et al. (2010), for example, reported that the IAT might be useful in detecting suicidal ideations in people who attempted suicide. The authors documented that a high implicit association between self and death in suicide attempters is linked to a 6-fold risk increase in committing a suicide attempt in the next 6 months.

The aIAT (Sartori et al., 2008) is a variant of the IAT (Greenwald et al., 1998) that could be used to establish whether an autobiographical memory trace is encoded in the respondent’s mind/brain. More specifically, with the aIAT, it is possible to evaluate which one of two autobiographical events is true.

The aIAT differs, for example, from the above European American/African IAT as the evaluative dimension (pleasant/unpleasant) is substituted by a logical dimension (True/False), which is represented by sentences describing events that are certainly true (e.g., I am sitting in front of a computer) and certainly false (e.g., I am climbing a mountain). Furthermore, the target concept categories (e.g., European American/African American) are represented by sentences describing alternative versions of an autobiographical event (e.g., I went to Paris for Christmas vs. I went to New York for Christmas), only one of which is true. The true autobiographical event is identified because, in a combined block, it gives rise to faster RTs when it shares the same motor response with true sentences. If the participant spent his/her vacation in Paris, the block associating true sentences and sentences related to Paris will be faster than the block associating true sentences and sentences related to New York.

The aIAT is structured in five blocks, three simple blocks (1, 2, 4), and two combined categorization blocks (3 and 5). In simple blocks, each response button is used to classify sentences related to only one category. In double blocks each response button is used to classify sentences related to two different categories.

In Block 1, participants have to classify true and false sentences (e.g., I am in front of a computer vs. I am in front of a television) using two response keys, one on the left and one on the right of the keyboard. In Block 2, participants have to classify autobiographical sentences (e.g., I went to Paris for Christmas vs. I went to New York for Christmas) with the same two response keys. In Block 3 (double categorization block), true sentences and sentences related to the first autobiographical event (e.g., Christmas in Paris) are paired on the same response key and false sentences and sentences related to the second autobiographical event (e.g., Christmas in New York) are classified with the other response key. In Block 4, only autobiographical events are reversely classified with the two response keys. Finally, in Block 5, participants have to classify both true sentences and sentences related to the second autobiographical event (Christmas in New York) with the same response key, and false sentences and the first autobiographical event (Christmas in Paris) with the other key.

The aIAT/IAT effect is expressed in terms of average RT difference between the two double categorization blocks: the congruent block (pairing the two associated categories) and the incongruent block (pairing the non-associated categories).

Used as a memory detection technique, the aIAT has a number of advantages related to the use of reaction times (Seymour et al., 2000), when compared to traditional psychophysiological techniques of lie detection (e.g., Ben-Shakhar and Elaad, 2003) or fMRI-based lie detection strategies (e.g., Langleben et al., 2005). For instance, it can be administered quickly (10–15 min), it is based on an unmanned analysis (no training for the user is necessary), it requires low-tech equipment (a standard PC is sufficient), and it can be administered remotely to many participants (e.g., via the internet).

**DETECTION OF AUTOBIOGRAPHICAL MEMORIES: A REVIEW OF VALIDATION STUDIES**

The aIAT accuracy in identifying the true memory has been investigated in a series of validation experiments summarized in Table 1. In this table, we separated first from second administration of an aIAT. Here, in order to evaluate the accuracy of the method, we included only experiments that did not include negative statements as subsequent investigations (Agosta et al., 2011c), conducted after the original publication (Sartori et al., 2008), indicated that the use of negative sentences or reminder labels generates unreliable and inaccurate results. For this reason, the following experiments were excluded:

1. Mock crime experiment (experiment 2) in Sartori et al. (2008).
2. Cocaine/heroine experiment (experiment 3) in Sartori et al. (2008).
3. Driving license experiment (experiment 5) in Sartori et al. (2008).
4. Control conditions (innocent or guilty) of experiments 1 to 3 reported by Verschuere et al. (2009).
5. Experiments 1 to 4 in Agosta et al. (2011c) used to verify the accuracy of the aIAT using negative statements.

Moreover, data used to calculate the accuracy refer to administrations of the aIAT prior to or without manipulations (faking, training, EEG-required-modifications of stimulus presentation) and for this reason we decided to exclude:

1. Naive faking and experienced faking groups in experiments 1–4 described in Agosta et al. (2011b).
2. Faking conditions of experiments 1–3 in Verschuere et al. (2009).
3. Intention aIAT combined with EEG (experiment 3 in Agosta et al., 2011a).
4. Second administration of the practice, instruction and training groups in Hu et al. (2012).
Table 1 | In this table, the results from all the validation experiments are summarized.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Source</th>
<th>Number of subjects</th>
<th>Participants classified correctly using the D-IAT</th>
<th>Average IAT effect</th>
<th>Average D-IAT confidence interval 95%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FIRST ADMINISTRATION</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Card aIAT</td>
<td>Sartori et al., 2008</td>
<td>37</td>
<td>35/37</td>
<td>AUC = 0.99</td>
<td>316 ms</td>
</tr>
<tr>
<td>Holiday aIAT</td>
<td>Sartori et al., 2008</td>
<td>20</td>
<td>18/20</td>
<td></td>
<td>219 ms</td>
</tr>
<tr>
<td>Christmas holiday aIAT (non-faking group)</td>
<td>Agosta et al., 2011b</td>
<td>14</td>
<td>14/14</td>
<td></td>
<td>955 ms</td>
</tr>
<tr>
<td>Mock crime aIAT (affirmative sentences; first aIAT administered)</td>
<td>Agosta et al., 2011c</td>
<td>40</td>
<td>35/40</td>
<td></td>
<td>297 ms</td>
</tr>
<tr>
<td>Intention aIAT (Experiment 1)</td>
<td>Agosta et al., 2011a</td>
<td>22</td>
<td>22/22</td>
<td></td>
<td>712 ms</td>
</tr>
<tr>
<td>True memory aIAT (first aIAT administered)</td>
<td>Marini et al., 2012</td>
<td>18</td>
<td>18/18</td>
<td></td>
<td>879 ms</td>
</tr>
<tr>
<td>Flashbulb aIAT</td>
<td>Lanciano et al., 2012</td>
<td>42</td>
<td>Experiment 2 42/42</td>
<td>Experiment 1 14/14</td>
<td>1082 ms</td>
</tr>
<tr>
<td>White lies aIAT (first aIAT administered)</td>
<td>Agosta et al., 2013</td>
<td>20</td>
<td>20/20</td>
<td></td>
<td>444 s</td>
</tr>
<tr>
<td>Reasons aIAT* (first aIAT administered)</td>
<td>Agosta et al., 2013</td>
<td>20</td>
<td>20/20</td>
<td></td>
<td>309 ms</td>
</tr>
<tr>
<td>Mock crime aIAT</td>
<td>Hu and Rosenfeld, 2012</td>
<td>12 + 12 + 12 = 36</td>
<td>Immediate guilty: 10/12 Innocents: 9/12 Delayed guilty: 7/12</td>
<td>Immediate guilty: 92 ms Innocents: 69 ms Delayed guilty: 82 ms</td>
<td>Immediate guilty: 0.23 Innocents: 0.32 Delayed guilty: 0.32</td>
</tr>
<tr>
<td>Mock crime Pretest repetition group</td>
<td>Hu et al., 2012</td>
<td>16</td>
<td>16/16</td>
<td>AUC = 0.98</td>
<td>121 ms</td>
</tr>
<tr>
<td>Mock crime Pretest practice group</td>
<td>Hu et al., 2012</td>
<td>16</td>
<td>13/16</td>
<td>AUC = 0.91</td>
<td>114 ms</td>
</tr>
<tr>
<td>Mock crime Pretest instruction group</td>
<td>Hu et al., 2012</td>
<td>16</td>
<td>13/16</td>
<td>AUC = 0.95</td>
<td>103 ms</td>
</tr>
<tr>
<td>Mock crime Pretest training group</td>
<td>Hu et al., 2012</td>
<td>16</td>
<td>15/16</td>
<td>AUC = 0.98</td>
<td>94 ms</td>
</tr>
<tr>
<td>Action aIAT (Imagined + not imagined)</td>
<td>Takarangi et al., 2013</td>
<td>79</td>
<td>77/79</td>
<td>Not reported</td>
<td>0.585</td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>Experiment</th>
<th>Source</th>
<th>Number of subjects</th>
<th>Participants classified correctly using the D-IAT</th>
<th>Average IAT effect</th>
<th>Average D-IAT</th>
<th>Confidence interval 95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Second administration</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Christmas holiday aIAT (non-faking group with previous aIAT experience not reported in the paper as was only considered a practice)</td>
<td>Agosta et al., 2011b</td>
<td>20</td>
<td>19/20</td>
<td>445 ms</td>
<td>0.64</td>
<td>0.48–0.80</td>
</tr>
<tr>
<td>Two cards aIAT (non-faking group with previous aIAT experience not reported in the paper as was only considered a practice)</td>
<td>Agosta et al., 2011b</td>
<td>12</td>
<td>11/12</td>
<td>236 ms</td>
<td>0.45</td>
<td>0.26–0.64</td>
</tr>
<tr>
<td>Ten cards aIAT (non-faking group with previous aIAT experience not reported in the paper as was only considered a practice)</td>
<td>Agosta et al., 2011b</td>
<td>20</td>
<td>20/20</td>
<td>684 ms</td>
<td>1.13</td>
<td>1.03–1.22</td>
</tr>
<tr>
<td>Mock crime aIAT (affirmative sentences; second aIAT administered)</td>
<td>Agosta et al., 2011c</td>
<td>40</td>
<td>35/40</td>
<td>220 ms</td>
<td>0.45</td>
<td>0.33–0.57</td>
</tr>
<tr>
<td>True memory aIAT</td>
<td>Marini et al., 2012</td>
<td>18</td>
<td>18/18</td>
<td>606 ms</td>
<td>0.87</td>
<td>0.80–1.08</td>
</tr>
<tr>
<td>White lies aIAT (second aIAT administered)</td>
<td>Agosta et al., 2013</td>
<td>20</td>
<td>20/20</td>
<td>280 ms</td>
<td>0.45</td>
<td>0.34–0.56</td>
</tr>
<tr>
<td>Reasons aIAT (second aIAT administered)</td>
<td>Agosta et al., 2013</td>
<td>20</td>
<td>19/20</td>
<td>266 ms</td>
<td>0.50</td>
<td>0.39–0.61</td>
</tr>
<tr>
<td>Mock crime (Repetition group; second aIAT administered)</td>
<td>Hu et al., 2012</td>
<td>16</td>
<td>15/16</td>
<td>92 ms</td>
<td>0.41</td>
<td>0.28–0.54</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>8 aIATs</td>
<td>166</td>
<td>94% accuracy</td>
<td>0.67</td>
<td>0.48–0.87</td>
</tr>
</tbody>
</table>

For each experiment, the number of participants together with average D-IAT values are reported. First administrations have been separated from second administrations of an aIAT.

White lies and Reasons aIATs have been administered to the same participants, but have been included in this analysis not fulfilling the criteria for a systematic review. When excluding the Reason aIAT (second aIAT administered to the same subjects), weighted average D-IAT is 0.59 for the first administration and 0.70 for the second administration. As shown, when eliminating the same subjects from analysis there are no substantial changes in the effect size. For each experiment, the number of participants together with average D-IAT values are reported. First administrations have been separated from second administrations of an aIAT.

Repetitions of aIAT administrations to participants were only included in the analysis if there were no manipulations in between. Thus, in Table 1, we only report data from participants who either completed only one aIAT or two aIATs without manipulations in between.

In all the experiments, the validity of the aIAT was tested against a known false event. For example, in the card experiment, a card, which was actually chosen by the participant, was compared to the non-selected card. In the autobiographical memory experiment, a real autobiographical event, as assessed through a preliminary questionnaire, was compared to a false event. For this reason, we excluded:

1. Experiment 2 in Agosta et al. (2011a) because evaluating the difference between intentions and hopes and not presenting two contrasting events or intentions (i.e., hopes are true as well as intentions).
2. False memory aIAT in Marini et al. (2012) because comparing two actual false events (one believed to be true).

Two measures can be used for evaluating the diagnostic accuracy: the magnitude of the IAT effect (RTs of the incongruent block minus the RTs of the congruent block) and the D-IAT value (D600; Greenwald et al., 2003). Here, we focused in particular on the D-IAT value. This index combines speed of response and...
classification accuracy. It includes a penalty for errors and variability. It expresses the difference in the mean latencies of the double categorization blocks scaled by the standard deviation of response latencies. It is calculated by subtracting corrected mean RTs of the congruent block from corrected mean RTs of the incongruent block and dividing this difference by the inclusive standard deviation for the two blocks.

Effect size was the average D-IAT value. To calculate an average effect size across all the studies, the D-IAT values were weighted by the inverse variance in order to deal with the different and small sample sizes of each study (Lipsey and Wilson, 2001). The only outlier (Flashbulb aIAT, Experiment 1; Lanciano et al., 2012) was identified using the interquartile range and was not included in the calculation of the mean effect size.

For the first-administration studies (17), homogeneity among study results was evaluated using Cochran’s Q combined with the $I^2$ statistic. Cochran’s Q value had to be compared to a chi-square distribution with k-1 (number of studies -1) degrees of freedom. In our case, it resulted in a value of 9.26, below the critical value for 16 degrees of freedom in a chi-square distribution (26.3). This value indicated low heterogeneity. The interpretation of the $I^2$ statistic was made following Higgins and colleagues’ directions (Higgins et al., 2003) with values of 25% representing low heterogeneity, 50% moderate heterogeneity, and 75% high heterogeneity. Our $I^2$ is equal to 0%. D-IAT values were combined to obtain a mean effect-size using a fixed-effect approach because of the low heterogeneity. D-IAT average value resulted in 0.57 (95% C.I. 0.41–0.73).

For a total of 8 s administration studies, Cochran’s Q was 8.51 (2 degrees of freedom) and the $I^2$ was 0%. Again, we used a fixed-effect model for calculating the mean effect size of 0.67 (95% C.I. 0.48–0.87).

Weighted average D-IAT for the first administration was 0.57, while for the second-administration studies it was 0.67. More studies are needed in order to investigate the effect of repetition of an aIAT. Indeed, in the studies reported here, the same aIAT has never been repeated twice.

To determine the accuracy of the test, we used the direction of the D-IAT values, calculated by subtracting the congruent block from the incongruent one, with negative values indicating an incorrect classification (i.e., the identification of the false memory as true) and positive D-IAT values indicating the correct identification of the true memory.

Accuracy was also calculated across a total of 412 first administrations of the aIAT to participants (Q = 4.7 < 26.3; $I^2 = 0$%). The weighted average classification accuracy was 92% (95% C.I. 83–100%). Across a total of 166 s administrations (Q = 0.41 < 14.1; $I^2 = 0$%), the weighted average accuracy was 94% (95% C.I. 80–100%). Clearly, repetition of the aIAT does not decrease the overall accuracy.

In this small review, we mainly included experiments from the same laboratory. Importantly, in Table 1, we have also included data of five mock-crime experiments from two other laboratories (Hu and Rosenfeld, 2012; Hu et al., 2012; Takarangi et al., 2013). These data include preliminary aIATs administered to four groups of participants that were subsequently tested with a variety of manipulations between test and retest, and data on performed and non-performed actions. Finally, we added data from an associated laboratory (Lanciano et al., 2012).

Recently, a modified version of the IAT/aIAT has been used in order to distinguish between seen and unseen events (eyewitness—Implicit Association Test—eIAT; Freng and Kehn, 2012). The authors tested a total of 18 participants and showed that the eIAT “successfully distinguished between witnessed and non-witnessed details” of a video. In particular, they reported that central and peripheral details of a scene were efficiently identified (central details; $D = 0.5$, peripheral details $D = 0.42$). These data have not been included in Table 1 because of a lack of details in the text (i.e., average reaction times of congruent and incongruent blocks, accuracy of the D-IAT values in identifying the eye-witnessed event). Results of this experiment show that the aIAT cannot only be used to identify episodic memory of an own action, but also an observed event.

**OVERALL ACCURACY AND ACCURACY AS A FUNCTION OF D-IAT**

The D-IAT value measures the strength of the IAT effect combining both RTs and errors. The D-IAT value used as classification criterion yields correct classifications in more than 90% of the cases, with a weighted average value of 0.58 for first-administration studies and 0.67 for second-administration studies.

When analysing the relation between classification accuracy and D-IAT values, we found that it varies depending on D-IAT values. For D-IAT values just above zero, classification accuracy is just above 50%, while for D-IAT values larger than 0.6, the classification is almost 100% (please refer to Figure 1).

Figure 1 was drawn as follows:

1. Data were used from eight previous validation experiments [first-administration aIAT only and limited to experiments conducted in our research group: Card aIAT in Sartori et al. (2008); Holiday aIAT in Sartori et al. (2008); Christmas holiday aIAT in Agosta et al. (2011b); Mock crime aIAT in Agosta...
et al. (2011c); Intention aIAT in Agosta et al. (2011a); True and false memory aIAT in Marini et al. (2012); White lies aIAT in Agosta et al. (2013); Reasons aIAT in Agosta et al. (2013)] for a total of 209 subjects.

2. For each participant, the D-IAT value was used with information about whether the classification of the target true autobiographical memory was correct (1) or wrong (0).

3. Subjects were ordered for increasing values of absolute D-IAT value.

4. D-IAT values were grouped in bins of 0.1.

5. For each D-IAT value group, the corresponding accuracy was calculated (different number of participants for each D-IAT value group).

6. Each black dot on the figure represents the corresponding accuracy of a specific D-IAT value group.

This D/accuracy figure highlights the close relationship between accuracy and D-IAT value. First, it is important to note that only for a few D-IAT values is the accuracy lower than 0.8 (80% correct classifications), and most of the values with the lower accuracy are included in the window between 0 and 0.2. For this reason, we would advise considering any D-IAT value from 0 to 0.2 as inconclusive. Across the total of 209 subjects, 10% showed an inconclusive result. Moreover, the figure highlights the fact that D-IAT values greater than 0.6 are always classified correctly and, more importantly that the majority of the D-IAT values have 100% accuracy. This D/accuracy function could help in estimating the probability of correct classification depending on the individual test result, thus increasing the confidence of the technique when making inferences on a single test.

An important issue in clinical and forensic single-case investigations is the estimation of the validity of the test results. In short, if a subject’s D is equal to 0.43 from Figure 1, we would expect that his/her result is in the 0.4–0.49 range and has an average accuracy of 81%.

**RELIABILITY OF aIAT**

**SPLIT-HALF RELIABILITY**

Ideally, a good memory detection technique should identify the same true memory from different subsets of items. This feature is assessed with the split-half technique.

aIAT split-half reliability has been computed after separating odd and even stimuli and then deriving, for each test, two D-IAT values. Data were calculated over a subgroup of the previous validation experiments: the first-administration studies. The main result indicates an average 88% of agreement in the identification of the true autobiographical memory (correct or incorrect classification of the subject on the basis of the D-IAT value), of even and odd stimuli (please refer to **Table 2**).

Correlations of the D-IAT values, calculated separately for odd and for even trials, resulted in an average split-half value of $r = 0.52$, with a low correlation between even and odd stimuli in the “Intention aIAT.” There are no apparent reasons for this low correlation, but the agreement in identifying the true autobiographical memory is 90%. Thus, even if the correlation of the D-IAT values is low, both values, derived from the even and odd stimuli, result in a comparable identification of the true autobiographical memory.

**ORDER OF PRESENTATION OF THE CONGRUENT BLOCK**

In order to establish if there is an agreement between the results obtained with different orders of the congruent and incongruent blocks (3rd and 5th positions), we also analysed the correlation of D-IAT values of the same aIAT with the congruent block in the 3rd (direct order) or the 5th position (reversed order), and consequently, the incongruent block in the 5th or the 3rd position. Two experiments (**Table 3**) in which participants were administered both orders (direct and reversed), taken from the previous validation table, were used for this analysis: the “Mock crime” aIAT reported in Agosta et al. (2011c) and the “White lie” aIAT (Agosta et al., 2013). All the participants in the two experiments were administered two aIATs: one in the direct and one in the reversed order. In the “Mock crime” aIATs, the order of presentation of the two aIATs was counterbalanced across subjects, while in the “White lies” aIAT (Agosta et al., 2013) the first aIAT always had the congruent block in the third position.

Results indicated that the agreement in the identification of the true autobiographical memory for the direct and reversed orders (on the basis of the direction of the D values) was high: 95% and 85% for the “White lie” and “Mock crime” experiments, respectively.

Moreover, the correlation of D-IAT values (for the direct and reversed orders) was 0.15 for the “White lie” and 0.63 for the “Mock crime” experiment. For the White lie experiment, as for the Intention experiment presented in the previous section, we do not have an explanation for this low correlation, but the level of agreement is high and there is no reduction in the identification of the true memory.

**FACTORS REDUCING ACCURACY AND MODULATING THE aIAT**

Further research was conducted in order to highlight the limitations in the use of aIAT. Specifically, the effect of faking, of using...
negative sentences and negative labels, has been investigated. The results are summarized below.

**EFFECTS OF FAKING ON MEMORY DETECTION**

Verschuere et al. (2009) have shown that properly trained participants may alter the test outcome strategically. Participants may be trained to alter the test outcome by speeding up the incongruent blocks and slowing down the congruent block. Verschuere et al. (2009) instructed the guilty participants in a mock-crime task to appear as “innocents” by slowing down their responses. Their results indicated that a big percentage of the guilty participants not previously exposed to the aIAT succeeded in fake the test, but only when explicitly taught the strategy to counterfeiter the test outcome. These results were further refined by Agosta et al. (2011b) who showed that: (i) instructed fakers (explicitly instructed by the experimenter to succeed in altering the test outcome) may alter the test outcome by making a false memory appear true and vice versa and (ii) fakers may be distinguished from non-fakers on the basis of an algorithm that compares response speed in simple blocks with response speed in double blocks. Their results are summarized in the Table 4.

In short, a non-trained subject instructed to fake, but using self-discovered strategies, does not often succeed in his/her attempt. By contrast, when previously trained on the best strategy to fake (e.g., speed up incongruent block and slow down the congruent block), examinees can alter their results and beat the “memory detector.” However, these successful fakers may be detected on the basis of their response pattern through a faking-detection algorithm. This algorithm is based on a comparison of the average speed in double and single blocks. Indeed, participants leave a signature when trying to fake the test: They do not alter their RTs in single blocks and are abnormally slow in double categorizations blocks (Agosta et al., 2011b). This feature has been used with high accuracy (83%) to detect fakers. The more efficient algorithm for detecting fakers consists of three steps: (i) remove all responses below 150 and above 10,000 ms, (ii) replace errors with the average RT of the block with a penalty of 600 ms, and (iii) calculate the ratio between the average RT of the fastest block (between 3 or 5) and single tasks that are directly connected to the fastest task in terms of motor response (1 and 2 or 1 and 4, respectively). If the result exceeds 1.08, then the respondent is faking. This cut-off was identified as the one yielding the maximal classification accuracy in our sample.

Hu et al. (2012) investigated this same issue. The authors confirmed that specific instructions given to the subjects might be effective in altering the aIAT results. Furthermore, they showed that this pattern of results might be further enhanced with a specific training in the incongruent trial. Thus, they reported that instructions and training together are more effective than instructions alone in reversing the results compared with a pre-test. In their experiment, they reported failing to find a significant difference between fakers and non-fakers using the previously described indexes. Those results highlight the need for an in-depth investigation of this important issue. Only two studies have been published so far on the possibility of identifying fakers with non-consistent results.

### Table 3 | Correlation and agreement of D-IAT values and IAT effect for normal (congruent block in 3rd position and incongruent block in 5th position) and inverted (congruent block in 5th position and incongruent block in the 3rd position) orders.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>3–5</th>
<th>Agreement D-IAT</th>
<th>Correlation IAT effect</th>
<th>Correlation D-IAT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mock crime (Agosta et al., 2011b)</td>
<td>Order counterbalanced across participants</td>
<td>85%</td>
<td>r = 0.25 ( p &lt; 0.11 )</td>
<td>r = 0.63 ( p &lt; 0.001 )</td>
</tr>
<tr>
<td>White lies (Agosta et al., 2013)</td>
<td>Order fixed with the first aIAT administered having the congruent as block 3 and the second aIAT administered having the congruent block as block 5</td>
<td>95%</td>
<td>r = 0.25 ( p &lt; 0.28 )</td>
<td>r = 0.15 ( p &lt; 0.53 )</td>
</tr>
</tbody>
</table>

### Table 4 | Data from four experiments comparing control non-fakers, naïve fakers, and instructed fakers are reported (Agosta et al., 2011b).

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Non-fakers D-IAT</th>
<th>Non-fakers correct classifications</th>
<th>Naïve fakers D-IAT</th>
<th>Naïve fakers correct classifications</th>
<th>Instructed fakers D-IAT</th>
<th>Instructed fakers correct classifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.06</td>
<td>14/14</td>
<td>0.78</td>
<td>14/14</td>
<td>−0.45</td>
<td>5/14</td>
</tr>
<tr>
<td>2</td>
<td>0.64</td>
<td>19/20</td>
<td>0.24</td>
<td>6/10</td>
<td>−0.42</td>
<td>7/20</td>
</tr>
<tr>
<td>3</td>
<td>1.13</td>
<td>20/20</td>
<td>0.82</td>
<td>18/18</td>
<td>−0.81</td>
<td>4/34</td>
</tr>
<tr>
<td>4</td>
<td>0.45</td>
<td>11/12</td>
<td>0.15</td>
<td>6/12</td>
<td>0.06</td>
<td>7/12</td>
</tr>
</tbody>
</table>

Control non-fakers were administered the test without specific instructions, and naïve fakers were instructed to alter the results but were not taught the more efficient strategy. Instructed fakers were instructed to alter the results by speeding up in the incongruent trial and slowing down in the incongruent trial.
EFFECTS OF NEGATIVE SENTENCES AS DESCRIPTORS OF
AUTobiographical EVENTS ON aIAT ACCURACY
False memories may be described by using a negative description of the true memory. Agosta et al. (2011c) have shown that, when affirmative sentences and reminder labels are used to describe the true and false autobiographical events, accuracy is very high at up to 90% (Agosta et al., 2011c). By contrast, in four studies, the authors (Agosta et al., 2011c) showed that when negative sentences and labels are used, there is a reduction of about the 30%, in the accuracy of the aIAT in identifying the true autobiographical event. The accuracy of the aIAT is reduced not only by negative sentences, but also by affirmative sentences describing counter-events. The affirmative counter-event sentences were stated with expressions such as different place from instead of the negative (e.g., “I have been to Rome,” vs. “I have been to a different place than Rome”). Negative and affirmative counter-event sentences can be considered as equivalent from this point of view. Counter-event sentences show a more difficult grammatical structure than simple negative sentences and, at the same time, have a negative inner meaning (e.g., having been in a different place than Rome means not having been in Rome). Those might be plausible reasons for the aIAT’s low accuracy when using counter-event sentences. The use of negatives renders the test highly inaccurate and should therefore be avoided.

aIAT APPLICATION TO FLASHBULB AND FALSE MEMORIES
FLASHBULB MEMORIES
For many years, researchers have debated whether flashbulb memories (FBMs) can be considered either as a special class of accurate emotional memories that are exceptionally vivid and resistant to decay (Pillemer, 1984; Bohannon, 1988; Conway et al., 1994) or as memories affected by reconstructive factors such as ordinary autobiographical memories. The controversial debate concerning the real existence of this special class of memories reflects the difficulty in establishing the accuracy of these autobiographical formations. FBMs are usually recalled with a higher degree of confidence than other autobiographical memories (Brown and Kulik, 1977; Weaver, 1993; Talarico and Rubin, 2003, 2007, 2009). It is interesting to note that the participants’ confidence does not decrease even when it is clear that the recalled event had not occurred in the same way as it is remembered (Neisser and Harsch, 1992). Indeed, according to some authors, what makes FBMs so unique and special is the individual’s sense of confidence in his/her accuracy, which is preserved for a long time after the occurrence of the original eliciting event (Weaver, 1993; Talarico and Rubin, 2003, 2007, 2009).

Lanciano et al. (2012) have investigated the specific characteristic of FBM by asking 14 participants to fill out a questionnaire concerning the death of Pope Johannes Paulus II. On average, subjects were tested 2235 days after the pope’s death. The questionnaire investigated seven FBM attributes: (1) date when the individuals learned of the pope’s death, (2) day, (3) time of the day, (4) informant (family, friends, colleagues, media), (5) location (country, city, room, or other kind of location, i.e., the car), (6) presence of other people, and (7) ongoing activity. An aIAT contrasting the true memory with a fabricated false memory was administered to participants 1 week later. All 14 participants were correctly classified using the D-IAT values. Average D was 3.85, which is a very high value compared to other typical values as reported in Table 1. Consistency among repeated measures of FBM is a typical parameter describing the quality of this sort of memory. The authors reported a high correlation of 0.85 between consistency value and D-IAT values at the aIAT. In short, the more consistent the FBM is among repetitions, the higher the D-IAT value is observed.

FALSE MEMORIES
It is known that human memory is prone to various kinds of distortions and illusions (Roediger, 1996; Schacter, 1999; Loftus, 2003). It has been shown that, in contrast to deception, memory illusions are often not accompanied by a subjective feeling that people are responding untruthfully. Quite the contrary, memory illusions like those produced in the Deese-Roediger-McDermott paradigm (DRM; Deese, 1959; Roediger and McDermott, 1995) are accompanied by a sense of recollection that, at the conscious phenomenological level, makes them indistinguishable from true memories. DRM false memories are obtained by presenting lists of words related to a non-presented critical lure. The probability of recalling and recognizing the critical lure is usually quite high (Roediger and McDermott, 1995; Balota et al., 1999; Stadler et al., 1999; Budson et al., 2002). Previous findings have shown that critical lures seem to elicit the same quality (i.e., remember judgments) of presented items (e.g., Roediger and McDermott, 1995), and participants are even able to state in which voice they heard the non-presented critical lure when half of the list items had been presented by a female voice and half by a male voice (Payne et al., 1996).

In this study, Marini et al. (2012) used a standard DRM task to induce false memories, followed by the two aIATs. By comparing the results of the two aIATs, one could observe whether participants were responding differently to true and false DRM memories. One aIAT compared presented items with non-presented distracters (aIAT true memories), whereas the second aIAT (aIAT false memories) compared critical lures with non-presented distracters. Specifically, the aIAT true memories evaluated the association of the presented items with the true logical dimension, while the aIAT false memories evaluated the association of the critical lures with the true logical dimension. Therefore, if true memories (presented items in the aIAT true memories) and false memories (critical lures in the aIAT false memories) were encoded differently, as suggested by neuroimaging studies (Cabeza et al., 2001; Slotnick and Schacter, 2004), they would have a different strength in their association with the true logical dimension. If, however, the aIAT is based on the individual’s “aware” belief that the critical lure is indeed present, then the aIAT would be ineffective in detecting any difference between presented items and critical lures. Results indicated that false memories are strongly associated with true sentences (36/36 participants), giving rise to similar associations as true memories with true sentences.

This result indicates that the aIAT reflects exactly what is stored in our memory, and if a memory is strongly believed to be true, then the aIAT would identify it as a true memory. An interesting issue that stems from the false-memory work concerns its applied...
implications: Does the aIAT always identify a true memory when this is strongly believed to be true? Does the self-persuasion of a false memory as true influence the result of the aIAT? All these issues have to be investigated in more detail in future studies.

It has been shown that false memories may stem from “source confusion” (Takarangi et al., 2013), which is defined as “the attribution of a specific memory to a particular source using heuristics that may lead to errors.” Takarangi et al. (2013) reported an experiment aimed at verifying the aIAT diagnostic abilities in detecting whether an action was performed or not. After asking their participants to perform or not to perform an action, the authors further required them to imagine both performed and non-performed actions.

They reported an overall aIAT accuracy of 97.5% in detecting whether the action was performed or not, confirming the efficiency of aIAT in identifying memories of performed actions when contrasted to memories of non-performed actions.

Importantly, the experimental design allowed the computation of a source discrimination score derived by subtracting ratings for non-performed actions from ratings of performed actions (the authors asked the participants to rate how much they believed that they had performed the action, and then rated how much they remembered performing the action). They found that imagining an action increased the subjective trend of believing and remembering actions as performed rather than non-performed actions. They also found that the D-IAT value diminishes with the source discrimination score. In short, the more the memories are subjectively confused (acted vs. not acted) by the subject, the lower the D-IAT. The authors claim that this is a limitation of the aIAT when it is required to identify false memories. However, a close inspection of Figure 2 in their paper shows that only two of 79 subjects were misclassified and this indicates that, even if D-IAT is affected by source confusion, this did not increase misclassification in their study.

DETECTION OF INTENTIONS

Deliberation of a future action is called prior intention in one terminology (Searle, 1983). Prior intentions include goal-related processing and deliberative conscious intentions that are intuitively believed to be the leading cause of our future behaviors (Bratman, 1987; Cohen and Levesque, 1990). In other words, these are mental representations that occur prior to the action itself and are typically believed to cause the action subjectively. Searle (1983) refers to prior intentions as the initial representation of the goal of an action prior to the initiation of the action: a type of intention that is formed in advance of a deliberate plan for a future action. In contrast, an intention in action (also termed motor intention) is the proximal cause of the physiological chain leading to an overt behavior.

Other scholars have addressed a possible distinction between long-term antecedents of action (prior intentions; Searle, 1983) and short-term antecedents of actions (intentions in action; Searle, 1983; Becchio et al., 2008, 2010). Long-term antecedents have also been named “prospective intentions” (Pacherie and Haggard, 2010), “distal intentions” (Pacherie, 2008), or “future-directed” intentions (Bratman, 1987).

An experiment showing that intentions to act may be identified reliably with the aIAT will be summarized here (please refer to Table 5). Agosta et al. (2011a) have investigated whether real intentions could be distinguished from false intentions using the aIAT, finding that both short-term intentions (where to sleep the upcoming night) and long-term intentions (professional career) could be distinguished from plausible, but false intentions.

They further showed that the basis of such discrimination was related to intentions per se rather than hopes. In fact, when contrasted with hope sentences, intentions with or without pleasant outcomes were strongly associated with true sentences (Agosta et al., 2011a; Experiment 2).

DETECTION OF REASONS UNDERLYING LIES

According to De Paulo et al. (1996) and Vrij (2007), the reasons to lie may differ in terms of (1) the person who benefits from the lie (whether self or other-oriented), (2) the consequences of lying (in order to gain advantage or to avoid costs), and (3) the type of lying (whether for materialistic or psychological reasons). Self and other oriented lies are told either to protect oneself or others psychologically (e.g., protect from embarrassment or loss of face). According to Feldman (2009), standards of tact and politeness and expectations can make deception, to some degree, almost inevitable. Agosta et al. (2013) showed that the aIAT might be used to distinguish true from false reasons underlying other oriented lies (white lies) and that 20/20 (direct order) and 19/20 (reversed order) participants were correctly classified, with a D-IAT average value of 0.46 (direct order) and 0.50 (reversed order), respectively.

CONCLUSIONS

We have reviewed the validation experiments conducted so far that use the autobiographical IAT. The aIAT is a variant of the IAT (Greenwald et al., 1998) that might be used to establish the association of an event with the true/false logical dimension. In other words, the aIAT reveals which one of two contrasting events is more associated with the truth.

Table 5 | The data for the intention experiment.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Participants</th>
<th>RT congruent (ms)</th>
<th>RT incongruent (ms)</th>
<th>D</th>
<th>% correct classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short term—sleep</td>
<td>N = 11</td>
<td>1011</td>
<td>1975</td>
<td>1.30</td>
<td>11/11</td>
</tr>
<tr>
<td>Long term—job</td>
<td>N = 11</td>
<td>1047</td>
<td>1507</td>
<td>1.02</td>
<td>11/11</td>
</tr>
</tbody>
</table>

The first condition refers to a short-term intention, where to sleep the coming night, while the second condition refers to a long-term intention of future work. Classification reaches 100% accuracy for both conditions.
Validation experiments have highlighted high classification accuracy over a series of tests with average accuracy over 90%. The average effect sizes were moderate: 0.57 for first-administration experiments and 0.67 for second-administration experiments. The previous results refer to a wide range of type of memories for a total of 578 subjects. Results from Experiment 1 in Lanciano et al. (2012) were excluded because the D-IAT was abnormally high, presumably due to the outstanding features of flashbulb memories.

It is worth noting that the same research group has carried out most of the studies conducted so far. Only a few experiments were conducted outside our laboratory (e.g., Hu and Rosenfeld, 2012; Hu et al., 2012; Takarangi et al., 2013) or in one associated laboratory (Lanciano et al., 2012). More studies from other laboratories are needed in order to better validate the technique and to determine a more reliable effect size, as some of the independent replications revealed lower effect sizes (Hu and Rosenfeld, 2012; Hu et al., 2012).

The validity of other lie detection techniques such as the CIT has usually been calculated using Cohen’s d. For example, the meta-analysis by Ben-Shakhar and Elaad (2003) reported an overall average effect size of \( d = 1.55 \). Comparison of aIAT and CIT effect sizes test might be difficult, given substantial differences in calculating Cohen’s \( d \) (calculated as the difference between the means of the detection score distributions of the guilty and innocent samples; Ben-Shakhar and Elaad, 2003) and the D-IAT values (calculated as the difference between the incongruent and congruent blocks of the same aIAT). The D-IAT algorithm takes into account the phenomenon of speed-accuracy trade-off, which is not an issue in CIT experiments.

In the future, the validation pipeline should include test-retest reliability over longer time frames and all other issues addressed in the CIT/GKT literature such as the modulating effects of personality and the full investigation of countermeasures. The CIT is the major memory-detection technique and has a much longer history and has been tested on a wider variety of conditions. The aIAT validation studies, compared with the CIT validation studies, lack extensive field studies. As is frequently reported, in the lie detection literature, studies carried out in the laboratory tend to overestimate accuracy and for this reason it will be critical for the aIAT to collect data in more ecological high-stake conditions (Elaad, 2011).

We have also identified a series of conditions that reduce the validity of the test and therefore should be avoided. Such conditions include the use of negative sentences in describing the events as well as using negative reminder labels. We have derived a D/accuracy function that permits us to estimate at the single subject level the probability of a given result in terms of accuracy, showing that classification accuracy for D-IAT values in the range of 0–0.2 is very poor, while D-IAT values above 0.6 are high and values between 0.2 and 0.6 are above 80%. In practical uses of the aIAT, attention should be paid to the level of D-IAT size as an indirect index of result reliability.

Here we summaries the guidelines for building an effective aIAT on the basis of the validation experiments reported above:

- Sentences related to true and false categories should always be true and false for the respondent (examples of true sentences are “I am in front of a computer,” or “I am sitting on a chair”; examples of false sentences are “I am climbing a mountain,” or “I am skiing”).
- Only one of the two events used to build an aIAT should be true and the other should be false. Two contrasting events should always be used; for example, “I left the door open” and “I closed the door” are good examples of sentences, as only one of the two is true for the respondent. The aIAT is supposed to uncover which one of the two is true.
- Do not use negative reminder labels or sentences. Use two contrasting autobiographical events.
- Before proceeding to the interpretation of the results, check whether the examinee has faked the test or not. The only available index up to now has been published in Agosta et al. (2011b). It compares response speed in single blocks (blocks 1, 2, 4) with response speed in double blocks (blocks 3 and 5).
- Evaluate which of the two autobiographical sentences is associated with true sentences using the D-IAT value. Compare blocks 3 and block 5. Identify the fastest block. The target autobiographical memory as the one that is more associated with the true logical dimension (on the basis of the faster reaction times in blocks 3 or 5).
- In single case studies, the use of a window of uncertainty is recommended. We suggest 0–0.2 as the uncertainty window. In such a range, probabilities of correct classification range from 50 to 75%. Reliability, as measured by agreement, is good for D-IAT values between 0.2 and 0.6 and very good for D-IAT values above 0.6.

Here, we add suggestions for aIAT users resulting from our own experience and highlighting the need for new studies that deeply investigate these issues:

- Memories should be encoded in sentences limited to a single line and about half a screen.
- Sentences describing autobiographical events should give a clear-cut description of the event. Fuzzy descriptions should be avoided, as valid discriminations have not been proven for such types of descriptions.
- Only two single, specific events (one true and one false) should be investigated; no more than two events, even if grouped in the same categories, should be used.
- In single case studies, confidence in the final results could be enhanced by using a design that includes: (i) build an aIAT on known autobiographical data (e.g., date of birth, names of sons, etc.) and check that this personal information is correctly identified and (ii) when testing the event of interest, the central fact and peripheral details should be used in different aIATs. The administration of these different aIATs should be delayed in time at least one week from one administration to the other in order to avoid any reduced effect on the D-IAT value.
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Learning to lie: effects of practice on the cognitive cost of lying
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Cognitive theories on deception posit that lying requires more cognitive resources than telling the truth. In line with this idea, it has been demonstrated that deceptive responses are typically associated with increased response times and higher error rates compared to truthful responses. Although the cognitive cost of lying has been assumed to be resistant to practice, it has recently been shown that people who are trained to lie can reduce this cost. In the present study (n = 42), we further explored the effects of practice on one’s ability to lie by manipulating the proportions of lie and truth-trials in a Sheffield lie test across three phases: Baseline (50% lie, 50% truth), Training (frequent-lie group: 75% lie, 25% truth; control group: 50% lie, 50% truth; and frequent-truth group: 25% lie, 75% truth), and Test (50% lie, 50% truth). The results showed that lying became easier while participants were trained to lie more often and that lying became more difficult while participants were trained to tell the truth more often. Furthermore, these effects did carry over to the test phase, but only for the specific items that were used for the training manipulation. Hence, our study confirms that relatively little practice is enough to alter the cognitive cost of lying, although this effect does not persist over time for non-practiced items.

Keywords: deception, cognitive training, response inhibition, lie detection, intentionality

INTRODUCTION

Cognitive theories on deception posit that deliberate and successful lying requires more cognitive resources than telling the truth (Vrij et al., 2006, 2011). Liars have to fabricate a story, monitor the reactions of the interaction partner, make sure that their story remains coherent and consistent, control behaviors that may signal lying or stress, and inhibit or conceal the truth. Several neuroimaging studies have provided evidence in line with this idea, showing that prefrontal brain regions which are involved in cognitive control (i.e., the anterior cingulate, dorsolateral prefrontal, and inferior frontal regions) are more active when participants are lying compared to when they are telling the truth (for reviews, see Christ et al., 2009; Gamer, 2011). The higher activation of brain regions involved in cognitive control suggests that individuals who are lying are engaged in a cognitively demanding task. Although it is generally agreed that lying comes at a cognitive cost and telling the truth is the default, dominant response, there is less agreement as to whether this cognitive cost is irrevocable or whether it is malleable through practice. For instance, pathological liars lie so often that lying becomes an automatism rather than an exception (Dike et al., 2005). One can thus expect that such people experience less cognitive difficulty when lying. The same holds for crime suspects who face interrogation and who have thoroughly practiced their story (Spence et al., 2008) or for people who have told the same lies so often that they believe their lies to be the truth (Polage, 2012).

To date, however, evidence concerning the effect of practice on the cognitive cost of lying is both scarce and mixed. Johnson et al. (2005) asked participants to memorize a list of words, and later used these and other words in an old/new recognition task. Over different blocks of the word recognition task, participants were instructed to either respond truthfully or deceptively. Crucially, they found that both behavioral and neurological measures of cognitive control were unaffected by practice in deceptive responding. These findings led the authors to conclude that lying always comes at a cognitive cost, and thus that the cognitive complexity of lying is resistant to practice. It should be noted, however, that Johnson et al. adopted a blocked within-subjects design with a random succession of truthful and deceptive blocks. Such an approach may have been suboptimal to study the impact of practice on the cognitive cost of lying as participants’ ability to lie in deceptive blocks may have been counteracted by intermediate truthful blocks, and vice versa. Vendemia et al. (2005) used autobiographical statements about their participants which were either true or false. In three sessions, participants were required to respond truthfully on half of the trials and deceptively on the other half of the trials, depending on the color of the statements. Although reaction time data revealed no practice effect whatsoever the errors data did show that the difference between deceptive and truthful responses diminished following practice. This latter finding illustrates that practice may have had some effect on the cognitive cost of lying. Furthermore, the training manipulation in this experiment was relatively weak, as participants were required to respond both truthfully and deceptively 50% of the time. As such, participants were not explicitly trained to either lie or tell the truth. Finally, using a Sheffield lie test (Spence et al., 2001; a variant of the differentiation of deception paradigm by Furedy et al.,...
In a control group, with 50% lie-trials and 50% truth-trials, they gave more no-answers (67%, SD = 6.92) than yes-answers (33%, t(41) = 15.82, p < 0.001. However, this was the case for all three groups (see below), all ts > 9.27, all ps < 0.001, and there was no difference between the groups, F(2, 39) = 1.65, p = 0.20. Half of these questions were used in filler trials, and the other half in test trials (counterbalanced). The general appearance of test trials and filler trials was identical. On each trial, a sentence was presented on a computer screen, and participants provide yes/no-answers using a response button, with the response labels “YES” and “NO” at the sides of the screen. The response labels could either appear in blue or in yellow, and, depending on this color, participants were required to give a truthful or a deceptive yes-no response (i.e., blue = truth, yellow = lie, or vice versa) by pressing either the “4” or the “6” key on the numeric pad of a standard AZERTY keyboard. The assignment of the two response buttons to either yes-or-no responses was counterbalanced across participants, as was the assignment of the two colors to either truthful or deceptive responding. There was no response deadline. In order to prevent strategic recoding of the task, we also included catch trials (Johnson et al., 2003, 2005; Verschuere et al., 2011b). On these trials, either the word “yes” or the word “no” appeared in the center of the screen and participants were required to respond according to their meaning (i.e., press the yes-button for the word “yes” and the no-button for the word “no”), irrespective of the color of the response labels.

Our modified version of the Sheffield lie test consisted of 924 trials, presented in an acquaintance phase (24 trials), a baseline phase (180 trials), a training phase (540 trials), and a test phase (180 trials). The acquaintance phase consisted of only semantic trials with performance feedback allowing participants to familiarize with the task at hand. The data of these trials were not analyzed. In the baseline phase, we presented 72 test trials (36 truth, 36 lie), 72 filler trials (36 truth, 36 lie), and 36 catch trials (18 yes, 18 no) in an intermixed, random fashion. In the training phase, participants were randomly assigned to one of three different groups. In all three groups, we presented three identical blocks, each consisting of 72 test trials (36 truth, 36 lie), 72 filler trials, and 36 catch trials. For the test trials, the proportion of truthful and deceptive
responses remained 50/50. However, the proportion of filler trials requiring a deceptive or a truthful response differed across the three groups in the training phase. In the frequent-lie group, all the filler trials required a deceptive response, whereas in the frequent-truth group, all the filler trials required the participants to respond truthfully. Finally, in the control group, half of the filler trials required a truthful response, and half required a deceptive response. As such, due to the manipulation of the lie-truth proportion of the filler trials, participants in the frequent-lie group lied on 75% of the trials in the training phase, whereas participants in the frequent-truth group only lied on 25% of the trials. Participants were not informed about this manipulation. The last phase was a test phase, which was identical to the baseline phase. Participants were allowed to take a short break after each block.

DATA PROCESSING
For the analyses of the response latency data, trials with erroneous responses were discarded. In order to reduce the impact of extreme reaction times, we recoded response latencies faster than 300 ms and slower than 3000–300 and 3000 ms respectively (Greenwald et al., 1998)\(^1\). Using this procedure, we recoded a total of 10.43% of the correct trials (for latencies larger than 3000 ms: 5.43% lie-trials and 4.77% truth-trials; for latencies smaller than 300 ms: 0.11% lie-trials and 0.12% truth-trials). Next, for each participant and each experimental condition, we calculated the average response latencies (ms) and accuracy scores (%). Finally, we calculated “lie-effect” scores by subtracting the response latencies and accuracy scores on lie-trials from the response latencies and accuracy scores on truth-trials. A large positive lie-effect score reflects greater difficulty in lying, and a negative lie-effect score reflects greater ease in lying. For all analyses, the alpha level was set to 0.05.

RESULTS

TEST TRIALS
Test trials were analyzed in order to investigate (1) whether practice in truthful and deceptive responding on the filler trials affected truthful and deceptive responding on the test trials during the training phase, and (2) whether these effects transferred to the test phase. To do so, we subjected the lie-effect scores of both the reaction time data and the errors to 3 (Group: frequent-lie vs. control vs. frequent-truth) × 3 (Experiment Phase: baseline vs. practice vs. test) repeated measures ANOVAs with Group as a between subjects factor and Experiment Phase as a within subject factor. We expected no group differences in the baseline phase, and a linear effect of Group (i.e., a gradual increase in the magnitude of the lie-effect from the frequent-lie group over the control group to the frequent-truth group) in the training phase. Finally, we expected this training effect to generalize to the test phase.

Reaction times
Neither of the main effects reached significance, both Fs < 1. However, the interaction between the linear effect of Group and Experiment Phase followed a significant quadratic course, \(F(1, 39) = 18.56, p < 0.0005\) (see Figure 1A), indicating that the linear effect of Group varied across the three Experiment Phases. Whereas the lie-effect was the same for the three groups during the baseline phase, \(F < 1\) (frequent-lie group: \(M = 222, SD = 217\); control group: \(M = 148, SD = 242\); frequent-truth group: \(M = 163, SD = 176\)), there was a significant linear effect of Group during the training phase, \(F(1, 39) = 7.56, p < 0.01, f = 0.44^2\). This linear course illustrates that the size of the lie-effect gradually increased from the frequent-lie group (\(M = 53, SD = 245\)) over the control group (\(M = 145, SD = 123\)) to the frequent-truth group (\(M = 239, SD = 146\)). In the test phase, there was no effect of Group, \(F < 1\), indicating that the lie-effect scores of the three groups no longer differed significantly (frequent-lie group: \(M = 180, SD = 238\); control group: \(M = 171, SD = 195\); frequent-truth group: \(M = 127, SD = 231\)).

ERRORS
As for the reaction time data, neither of the main effects reached significance, both Fs < 1.45, both ps > 0.24. However, the interaction between Experiment Phase and the linear effect of Group again followed a significant quadratic course, \(F(1, 39) = 4.73, p < 0.05\) (see Figure 1B), illustrating that group differences in the lie-effect varied across the three Experiment Phases. The lie-effect was the same for the three groups in the baseline phase, \(F < 1\) (frequent-lie group: \(M = 4.56, SD = 4.44\); control group: \(M = 4.37, SD = 7.68\); frequent-truth group: \(M = 4.76, SD = 9.27\)). However, in the training phase, there was a significant linear effect of Group, \(F(1, 39) = 7.21, p < 0.05, f = 0.42\). As can be seen in Figure 1B, the lie-effect in the training phase was smaller in the frequent-lie group (\(M = 0.60, SD = 3.90\)) and intermediate in the control group (\(M = 2.32, SD = 3.01\)) and larger in the frequent-truth group (\(M = 5.27, SD = 6.32\)). These group differences were no longer significant in the test phase, \(F < 1\) (frequent-lie group: \(M = 4.76, SD = 5.49\); control group: \(M = 4.17, SD = 10.77\); frequent-truth group: \(M = 3.39, SD = 9.26\)).

FILLER TRIALS
Filler trials were analyzed in order to investigate whether practice with specific items influences the cognitive cost of lying on these specific items. For these analyses, we discarded the data of the training phase because these trials were all either lie-trials or truth-trials for the two experimental groups, and hence do not allow to calculate the crucial difference between truthful and deceptive responses. For both reaction times and error rates, the lie-effect scores were subjected to a 3(Experiment Phase: baseline vs. test) repeated measures ANOVA. We expected no group differences in the baseline phase, and a linear effect of Group (i.e., a gradual increase in the magnitude of the lie-effect from the frequent-lie group over the control group to the frequent-truth group) in the test phase.

---

\(^1\)Another outlier analysis in which we first removed all reaction times faster than 200 ms and slower than 5000 ms and then removed all reaction times that deviated more than 3SDs from the individual’s mean yielded the same overall pattern of results.

\(^2\)We calculated the effect size \(f\) using the following formula: \(f = \sqrt{\frac{\eta^2_p}{1 - \eta^2_p}}\). According to Cohen (1992), values from 0.10 represent small effects, values from 0.25 represent medium effects and values from 0.40 represent large effects.
**Reaction times**

Analysis of the lie-effect scores on filler trials yielded a significant main effect of Group, $F(2, 39) = 4.07, p < 0.05$. Follow-up between-group comparisons showed that neither the frequent-truth group nor the frequent-lie group differed significantly from the control group, $F(1, 26) = 0.95, p = 0.10$, and $F(1, 26) = 1.04, p = 0.32$, respectively. However, the lie-effect was significantly larger in the frequent-truth group compared to the frequent-lie group, $F(1, 26) = 7.64, p < 0.05$. The interaction between Experiment Phase and the linear effect of Group was not significant, $F(1, 39) = 2.65, p = 0.11$. Exploratory analyses on each experiment phase separately showed, however, that there was no linear effect of Group in the baseline phase, $F(1, 39) = 1.29, p = 0.26$ (frequent-lie group: $M = 111, SD = 188$; control group: $M = 226, SD = 230$; frequent-truth group: $M = 189, SD = 102$), but a clear linear effect in the test phase, $F(1, 39) = 8.28, p < 0.005, f = 0.46$.

**Errors**

Neither of the main effects reached significance, both $Fs < 1$, but the interaction between Experiment Phase and the linear effect of Group was significant, $F(1, 39) = 6.27, p < 0.05$ (see Figure 2B). A one-way ANOVA on the lie-effect scores revealed no linear effect of Group in the baseline phase, $F(1, 39) = 2.88, p = 0.10$ (frequent-lie group: $M = 4.17, SD = 4.84$; control group: $M = 4.36, SD = 4.84$; frequent-truth group: $M = 0.00, SD = 8.92$).

In contrast, the main effect of Group showed a significant linear course in the test phase, $F(1, 39) = 4.11, p < 0.05, f = 0.33$. As can be seen in Figure 2B, the lie-effect again gradually increased from the frequent-lie group ($M = -0.59, SD = 4.89$) to the control group ($M = 1.19, SD = 6.86$), and from the control group to the frequent-truth group ($M = 3.97, SD = 5.94$).

**DISCUSSION**

In the present experiment, we investigated whether practice in lying or telling the truth influences the cognitive cost of lying. Like Verschuere et al. (2011b), we found that during the training phase, lying became more difficult for participants in the frequent-truth group than for participants in the frequent-lie group. As such, our present results are in conflict with the conclusions of Johnson et al. (2005) and Vendemia et al. (2005), who both argued that the cognitive cost of lying is resistant against practice. However, the experimental designs of both Johnson et al. and Vendemia et al. may have been suboptimal to investigate the effects of practice on the cognitive cost of lying. As mentioned earlier, Johnson et al. randomly intermixed blocks of truth-trials and blocks of lie-trials within participants, which may...
have prevented consistent changes in their participants’ abilities to lie. Likewise, participants in the experiment of Vendemia et al. were manipulated to lie on only 50% of the trials, mimicking the design that we used for our control group. It could therefore be argued that participants in the study of Vendemia et al. were not consistently trained to respond either truthfully or deceptively, making consistent changes in their cognitive ability to lie less likely.

Furthermore, we found that practice can have some enduring effects on the cognitive cost of lying in the test phase (see also Hu et al., 2012). During the test phase, lying was easier for participants in the frequent-lie group and lying was more difficult for participants in the frequent-truth group. However, these effects were limited to the data of the filler questions (i.e., the specific questions which were used for the training manipulation). The finding that the training effect did not carry over to the test questions (i.e., the questions which required 50% truthful and 50% deceptive responses throughout the entire experiment) indicates that our training manipulation was not sufficient to genuinely alter the dominance of the truth response. Although unexpected, it is not uncommon to find that cognitive training manipulations do not generalize to non-trained stimuli (e.g., Schoenmakers et al., 2007). Further research is needed to investigate whether a more intensive training (e.g., over several days) would have such an enduring effect on new items. Nevertheless, our finding that changes in the lie-effect on the filler trials persisted over time further challenges the assumption that “… even after thousands of trials of practice, it is unlikely that the increased difficulty associated with making deceptive responses will be erased entirely” (Johnson et al., 2005, p. 402).

An interesting remaining issue concerns the mechanism underlying the changes in the lie-effect on test trials during the training phase. As this change did not persist in the test phase, the effects may be caused by specific properties of the task or the design. In our opinion, there are at least three – not necessarily mutually exclusive – possible explanations. A first explanation stems from research on task switching (e.g., see Monsell, 2003; Kiesel et al., 2010; Vandierendonck et al., 2010). In a typical task switching design, participants are on each trial required to perform one out of two different tasks. Participants are generally faster and more accurate on trials that are preceded by a trial in which the same task was performed compared to trials that are preceded by a trial in which the other task was performed. The drop in performance on trials that require a task switch is known as the switch cost. Our present experiment bears some resemblance with such dual task paradigms in the sense that our participants were also required to perform one out of two possible tasks, namely lying or telling the truth. Crucially, during the training phase, the switching between lying and telling the truth differed between the three groups. In the frequent-truth group, the overall larger proportion of truth-trials increased the probability that truth-trials involved repetitions and that lie-trials involved a switch (e.g., Truth-Truth-Truth-Lie-Truth). In a similar fashion, in the frequent-lie group, truth-trials were more likely to involve switches and lie-trials were more likely to involve repetitions (e.g., Lie-Lie-Truth-Lie-Lie). Thus, task switch costs may have increased the lie-effect in the frequent-truth group, and reduced it in the frequent-lie group. A second possible mechanism behind the group differences on the test trials during the training phase is the oddball-effect (e.g., see Squires et al., 1975; Stevens et al., 2000; Goldstein et al., 2002). In a typical oddball task, participants are required to respond differently to two types of stimuli. Crucially, one of the stimuli is highly frequent, and the other is less frequent. Participants are typically fast to respond to the frequent stimuli, but slower to respond to the less frequent stimuli. In the present study, participants in the frequent-lie group encountered many lie-trials, and truth-trials were relatively rare. As a result, these participants were more likely to respond fast on lie-trials and slow on truth-trials, resulting in a decreased lie-effect. Inversely, in the frequent-truth group, the truth-trials were highly frequent and the lie-trials were relatively rare, resulting in fast responses on truth-trials and slower responses on lie-trials, and thus leading to a stronger lie-effect. A third possible explanation for the group differences during the training phase is goal neglect (e.g., see De Jong et al., 1999; Kane and Engle, 2003; Deby et al., 2012). According to the goal neglect theory (Duncan, 1995), the selection of an appropriate response is guided by task goals. The more active such a task goal is, the more accurate and fast a response will be, while responses will be slower and less accurate if they are guided by a more neglected task goal. It is possible that our manipulation of the proportions of lie and truth-trials resulted in our three groups having different dominant task goals. As a result, in the frequent-lie group, the most active task goal may have been to respond deceptively and inhibit truthful responses, resulting in fast and accurate responses on lie-trials and slower and less accurate responses on truth-trials, resulting in a smaller lie-effect. Inversely, if the main task goal in the frequent-truth group was to respond truthfully and avoid lying, this would result in fast and accurate responses on truth-trials, and slower and less accurate responses on lie-trials, hence resulting in a larger lie-effect.

In future research, it may be possible to differentiate between these different mechanisms. For instance, presenting lie- and truth-trials in a predictable order should reduce the impact of a switch cost or oddball-effect, while such a manipulation is unlikely to influence the effect of goal neglect. Another possibility is to manipulate the duration of the response-stimulus interval (RSI). While longer RSIs provide more preparation time and should hence decrease switch costs (Monsell, 2003), longer RSIs have also been shown to hamper goal maintenance and induce goal neglect (De Jong et al., 1999; Deby et al., 2012). Thus, if the difference in the lie-effects during the training phase is driven by a switch cost, then an increased RSI should reduce this difference. Alternatively, if the difference is driven by goal neglect, then an increased RSI should further inflate the effect.

The results of our study may also have implications for the detection of deception in forensic settings (Granhag and Strömwall, 2004; Verschueren et al., 2011a). Given the fact that lying becomes more difficult while people often tell the truth, the accuracy of lie detection tests may be improved by adding a large number of verifiable questions to the interrogation. Our results suggest that if suspects are obliged to respond truthfully on these verifiable questions, they may experience greater difficulty when lying on a crucial incriminating question. Our results of the filler trials suggest that the cognitive cost of lying can be reduced
for specific well-trained lies. Translated to the forensic context, this may mean that a guilty suspect who has repeated the same lies over and over again (e.g., to the police, to lawyers, to judge, etc.) may experience less cognitive load when lying. Our results suggest that, with repeated lying, deceptive responses may cognitively mirror truth telling, thus hampering lie detection. However, more research is needed to investigate these forensic implications in detail. For instance, it is uncertain whether our results would be replicated in a context where participants have something to gain or lose or where arousal and emotional distress are high, or whether certain strategies or counter-measures can influence our pattern of results.

Our study also has a number of limitations. First, our sample consisted of 42 participants, resulting in 14 participants per group. As a result, our experiment may have lacked the statistical power that is needed to uncover smaller effects. A second limitation is more inherent to our specific methodology, namely our use of autobiographical questions as stimuli in the Sheffield lie test. As mentioned earlier, these specific questions were not emotion-related or demanding while participants are often telling the truth. Furthermore, these effects were not due to baseline differences between the three groups, and practice on specific lies had enduring effects over time, suggesting that the detection of well-trained lies may prove to be a thorny issue.
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### APPENDIX

**Table A1 | List of the two lists of autobiographical questions that were used as either filler or test items (counterbalanced) in the experiment.**

<table>
<thead>
<tr>
<th>List 1</th>
<th>List 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Did you go for a run?</td>
<td>Did you stop at a traffic light?</td>
</tr>
<tr>
<td>Did you go down a staircase?</td>
<td>Did you go to a supermarket?</td>
</tr>
<tr>
<td>Did you go up a staircase?</td>
<td>Did you buy some flowers?</td>
</tr>
<tr>
<td>Did you buy petrol?</td>
<td>Did you do the dishes?</td>
</tr>
<tr>
<td>Did you eat chocolate?</td>
<td>Did you take an elevator?</td>
</tr>
<tr>
<td>Did you take a bus?</td>
<td>Did you clean a window?</td>
</tr>
<tr>
<td>Did you take a train?</td>
<td>Did you reschedule an appointment?</td>
</tr>
<tr>
<td>Did you open a dustbin?</td>
<td>Did you read a book?</td>
</tr>
<tr>
<td>Did you take a bath?</td>
<td>Did you park a moped?</td>
</tr>
<tr>
<td>Did you make a sandwich?</td>
<td>Did you squeeze a lemon?</td>
</tr>
<tr>
<td>Did you post a letter?</td>
<td>Did you send an e-mail?</td>
</tr>
<tr>
<td>Did you close a door?</td>
<td>Did you stroke a pet?</td>
</tr>
<tr>
<td>Did you take a shower?</td>
<td>Did you wear a coat?</td>
</tr>
<tr>
<td>Did you buy a newspaper?</td>
<td>Did you open a fridge?</td>
</tr>
<tr>
<td>Did you buy a magazine?</td>
<td>Did you switch on a computer?</td>
</tr>
<tr>
<td>Did you use a knife?</td>
<td>Did you smoke a cigarette?</td>
</tr>
<tr>
<td>Did you use an umbrella?</td>
<td>Did you look at a watch?</td>
</tr>
<tr>
<td>Did you take a pill?</td>
<td>Did you open a water tap?</td>
</tr>
<tr>
<td>Did you speak to a police officer?</td>
<td>Did you lift a toilet seat?</td>
</tr>
<tr>
<td>Did you eat a grapefruit?</td>
<td>Did you use a pedestrian crossing?</td>
</tr>
<tr>
<td>Did you break a window?</td>
<td>Did you use an ATM?</td>
</tr>
<tr>
<td>Did you use a telephone?</td>
<td>Did you change money?</td>
</tr>
<tr>
<td>Did you receive a telegram?</td>
<td>Did you vacuum a carpet?</td>
</tr>
<tr>
<td>Did you drink fruit juice?</td>
<td>Did you drink cough syrup?</td>
</tr>
<tr>
<td>Did you listen to the radio?</td>
<td>Did you greet someone?</td>
</tr>
<tr>
<td>Did you use the internet?</td>
<td>Did you clean the house?</td>
</tr>
<tr>
<td>Did you stand in a queue?</td>
<td>Did you check your PO box?</td>
</tr>
<tr>
<td>Did you sit in a waiting room?</td>
<td>Did you brush your teeth?</td>
</tr>
<tr>
<td>Did you make your bed?</td>
<td>Did you listen to an MP3?</td>
</tr>
<tr>
<td>Did you wash your hands?</td>
<td>Did you sit on a bicycle?</td>
</tr>
<tr>
<td>Did you sign a document?</td>
<td>Did you stand on a ladder?</td>
</tr>
<tr>
<td>Did you drink coffee?</td>
<td>Did you sit on a chair?</td>
</tr>
<tr>
<td>Did you speak to a child?</td>
<td>Did you rip a piece of paper?</td>
</tr>
<tr>
<td>Did you watch television?</td>
<td>Did you water the plants?</td>
</tr>
<tr>
<td>Did you eat onions?</td>
<td>Did you use your keys?</td>
</tr>
<tr>
<td>Did you drink water?</td>
<td>Did you boil some water?</td>
</tr>
</tbody>
</table>
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INTRODUCTION

Despite the claim that there is no unique lie-specific characteristic associated with lying or deception, such as Pinochio's nose (cf. Rosenfeld, 1995), it has been widely accepted that lying requires greater amount of cognitive control than telling the truth. Studies from developmental psychology found that children's ability to tell lies are closely related with their development of executive control functions (Talwar and Lee, 2008). Studies from cognitive psychology similarly demonstrated that lying required more mental operations than truth (e.g., decisions to lie, construction of lying responses), which led to prolonged reaction times (RTs, e.g., Walczyk et al., 2003). Recently, research from cognitive neuroscience adds evidence that also supports the notion that lying or deception, such as Pinochio's nose (cf. Chatterjee and Chakrabarti, 2005), is associated with higher level of ACC activity compared to lying about not-experienced events, which is taken to suggest the former is associated with higher conflict (Abe et al., 2006). Moreover, it has been found that rehearsed, previously memorized lies are associated with less conflict compared to spontaneous lies, as evidenced by decreased activities in ACC (Ganis et al., 2003, 2009).

Deception has been demonstrated as a task that involves executive control such as conflict monitoring and response inhibition. In the present study, we investigated whether or not the controlled processes associated with deception could be trained to be more efficient. Forty-eight participants finished a reaction time-based differentiation of deception paradigm (DDP) task using self- and other-referential information on two occasions. After the first baseline DDP task, participants were randomly assigned to one of three groups: a control group in which participants finished the same task for a second time; an instruction group in which participants were instructed to speed up their deceptive responses in the second DDP; a training group in which participants received training in speeding up their deceptive responses, and then proceeded to the second DDP. Results showed that instruction alone significantly reduced the RTs associated with participants' deceptive responses. However, the differences between deceptive and truthful responses were erased only in the training group. The result suggests that the performance associated with deception is malleable and could be voluntarily controlled with intention or training.

Keywords: training, intentional control, deception, instruction, differentiation of deception paradigm, automaticity

This attribute of lying was recently utilized in applied research to aid in deception detection. For instance, it has been shown that people are generally not good at spotting liars via behavioral cues (Bond and DePaulo, 2006). However, it was found that people are more accurate in detecting lies when liars’ cognitive demand is high than when liars’ cognitive demand is low. This is based on the idea that as lying is already task-demanding, liars whose cognitive demand is particularly high would find it more difficult to manage lying as fewer resources are available, compared to liars whose cognitive demands are low, as relatively more resources can be used for lying (Vrij et al., 2008).

Although there are converging lines of evidence supporting the notion that lying is more task-demanding than truth-telling, this hypothesis should be investigated with more scrutiny given the recent evidences. Like many other complex social behaviors, lying is far from a uniformed homogenous behavior. There are increasingly studies aiming to de-couple different sub-types of deceptions. For instance, people may tell lies either about others or about oneself; the event people may lie about could be experienced or not-experienced; the lies could also either be spontaneous or be well-practiced (Ganis et al., 2003, 2009; Abe et al., 2006; Johnson et al., 2008; Walczyk et al., 2009; Hu et al., 2011). These studies have consistently found that different types of lies showed different behavioral patterns, as well as non-overlapping neural activities. Specifically, lying about experienced events was associated with higher level of ACC activity compared to lying about not-experienced events, which is taken to suggest the former is associated with higher conflict (Abe et al., 2006). Moreover, it has been found that rehearsed, previously memorized lies were associated with less conflict compared with spontaneous lies, as evidenced by decreased activities in ACC (Ganis et al., 2003).

Although the abovementioned studies provided evidences that how cognitive demand may vary depending on different types of lies, whether or not the cognitive demand associated with lying can be intentionally reduced remains an open question. So far, only a few of studies investigated this issue. For instance, Johnson et al. (2005) found that although practice reduced the RTs of deceptive...
responses generally, the difference between deception and truth still remained. Walczyk et al. (2009) gave participants time to prepare and practice their lies before a cognitive lie detection test. Results showed that participants’ practiced deceptive responses were associated with reduced RTs than deceptive responses that had not been prepared nor practiced prior to the test (Walczyk et al., 2009, see also DePaulo et al., 2003, for preparation’s influence on liars’ behavioral cues). Another recent study manipulated the proportion of questions that required either honest or deceptive responses during a question set. It was found that when participants must deceive frequently in a question set, the lies became less task-demanding than when participants should tell the truth frequently. In other words, the more questions participants lied about, the easier it was to lie (Verschuere et al., 2011).

In the present study, we directly investigated whether or not lying can be trained to be more automatic and less task-demanding. We argued that since in most previous deception studies, participants were instructed to lie immediately after they receive the instruction, the lying can be classified as unpracticed. However, in real-life scenarios, liars may construct and practice lies before the interrogation. Indeed, practice or training may help people to improve the efficiency of knowledge retrieval, response inhibition and even working memory capacity across various task domains (Pirolli and Anderson, 1985; MacLeod and Dunbar, 1988; Milham et al., 2003; Olesen et al., 2004; Walczyk et al., 2009; Brehmer et al., 2012; Hu et al., 2012b). Since deception or lying has been conceptualized to rely on similar executive functions, especially working memory and response inhibition (Christ et al., 2009), it is possible that as these general-purpose processes (e.g., working memory, response inhibition) are malleable upon training, deception can also be trained to be more automatic. Thus, we hypothesized that participants who received training on deception would similarly find lying to be less demanding. Moreover, the post-training deception may not even be distinguished from truth.

In addition to the training condition, we also investigated the effect of instruction on deceptive responses. It has been found that giving participants specific instructions regarding response pattern can have considerable effects over participants’ behavioral performance (Verschuere et al., 2009; Hu et al., 2012b). Specifically, participants can significantly reduce their RTs in tasks involving response conflict and control upon mere instruction (Hu et al., 2012b). This instruction group is also necessary for us to examine whether or not behavior changes between pre- and post-test, if any, can be attributed to training or to experimental instructions. For instance, it has been argued that the benefits of training on participants’ performance may not necessarily due to the training itself, but can be due to factors such as participants’ expectations about improvements (e.g., Brehmer et al., 2012). Thus, the instruction manipulation allows us to investigate the effect of mere instruction over one’s deceptive responses. Furthermore, the comparison between the instruction group and the training group enables us to dissociate the behavioral change related to training from the change that is due to instructions. This may also provide us with a more detailed picture of the factors that may influence deceptions.

MATERIALS AND METHODS

PARTICIPANTS

Forty-eight participants (nineteen males, average years = 22.23) from Jinhua, China were recruited via advertisements on campus and received monetary compensation for their time. They were randomly assigned to three groups (N = 16 in each group): control group (seven males, mean age = 22.13), instruction group (four males, mean age = 22.5), and training group (eight males, mean age = 22.25). Consent forms were obtained from participants before the experiment.

MATERIALS

Three pieces of personal information from each participant were collected for self-referential information list: full name, birth-date, and hometown. Next, a list of names, dates, and Chinese city/town names were provided to participants, who were instructed to select those with special personal meanings (e.g., a city may become relevant because participants’ relatives live there). Then three pieces of information, a name, a date, and a town name, were randomly selected from the list that contained only personal-relevant information. These three pieces of information were used as other-referential information.

Stimuli were presented as words using E-prime. Each item was presented for 15 times, resulting in a total of 90 trials [3 (name, date, town) × 2 (self-referential vs. other-referential) × 15] in one block. Stimulus was presented for 300 ms in white font against a black background on a computer monitor. The inter-stimulus-interval was randomly varied between 1500 and 2500 ms.

EXPERIMENTAL PROCEDURAL

The Differentiation of Deception Paradigm (DDP) was constructed following Furedy et al. (1988). The task consisted of two blocks: in the truthful block, participants were asked to respond to all stimuli honestly. They were asked to press one key indicating “self” to their self-referential information; and to press another key indicating “other” to the other-referential information. In the deceptive block, participants were asked to press “self” to the other-referential information and to press “other” to their own information, i.e., to pretend they were someone else while concealing their true identity. The order of the two blocks was counterbalanced across participants. Since participants may develop a response-mapping strategy from the first block to the second block by merely reversing the button press without experiencing being truthful or deceptive, another 30 trials of words “SELF” and “OTHER” were included in each block as catch trials. These catch trials were randomly interspersed among the self- and other-referential information. Specifically, participants were instructed to press the key indicating “self” to “SELF” catch trials and to press the key indicating “other” to “OTHER” catch trials. Importantly, this response-mapping was consistent across both truthful and dishonest blocks (for other types of catch trials, see Johnson et al., 2005; Hu et al., 2011). Thus, participants finished 120 trials (90 response trials and 30 catch trials) in each block. Speed and accuracy were equally emphasized.

Upon the completion of the baseline DDP for all participants, participants in the control group performed an irrelevant vision illusory task for 15 min, followed by a second DDP. In the irrelevant
task, participants watched a series of apparent motion pictures and decided whether the dots on the picture were moving or not. The control group aimed to control for possible effect of task familiarity/fatigue over one’s behavioral performance across two tests.

For participants in the instruction group, their RTs and errors from the truthful and deceptive blocks of the baseline DDP they just finished were calculated and shown to them. Participants were debriefed regarding the meanings of these behavioral measures. They were explicitly told that their deception could be inferred from the increased RT and the decreased accuracy in the deceptive block compared to the RTs and accuracy from the honest block (in fact, every participants in the instruction group and the training group (described below) showed at least one of the two behavioral indicators associated with deception). Next they were instructed to try their best to speed up their RTs and to reduce possible incorrect responses during the deceptive block in the following DDP task. After the instruction was given, participants conducted the second DDP task in the same order as in the baseline DDP task.

For participants in the training group, everything was the same as in the instruction group, except that in addition to being instructed to speed up and be more accurate, they were given 360 trials (i.e., three deceptive blocks) that required deceptive response to improve their behavioral performance of the deceptive block. There were two intervals during the training session in which participants took a short break. After the training, participants proceeded to the second DDP in the same order as in the baseline DDP task.

RESULTS

The behavioral data from the baseline DDP and the second DDP from three groups is presented in Figures 1 and 2. It can be observed that the baseline deception is associated with longer RT and reduced accuracy. However, the RTs of deception were reduced in both the training group and the instruction group.

To statistically test our hypothesis, we first conducted a mixed-model 3 (group as a between-subject variable: control vs. instruction vs. training) by 2 (response type as a within-subject variable: truth vs. deception) by 2 (time as a within-subject variable: first vs. second DDP) by 2 (stimulus type as a within-subject variable: self- vs. other-referential information) analysis of variance (ANOVA) on RTs of correct responses. This test yielded a significant main effect of response type \( F(1, 45) = 116.19, p < 0.001, \eta^2_p = 0.72 \), indicating that deception took significantly longer time than truth (Mean ± SE, 596.48 ± 11.76 vs. 520.79 ± 9.99 ms). The main effect of time was also significant, \( F(1, 45) = 29.06, p < 0.001, \eta^2_p = 0.39 \). This was due to participants’ faster RTs in the second DDP compared to the first DDP task (540.36 ± 9.96 in the second DDP vs. 576.92 ± 11.73 ms in the first DDP). Moreover, stimulus type was also significant, \( F(1, 45) = 10.14, p < 0.01, \eta^2_p = 0.18, \) as self-referential information had faster RTs than other-referential information (553.44 ± 10.19 vs. 563.84 ± 10.73 ms). Regarding interactions, a significant two-way, stimulus type by response interaction was significant \( F(1, 45) = 83.56, p < 0.001, \eta^2_p = 0.65 \). This was because the RTs discrepancy between honest and deceptive responses for self-referential information was larger (497.96 ± 9.73 vs. 608.93 ± 12.19 ms) than for other-referential information (543.64 ± 10.62 vs. 584.04 ± 12.09 ms).

Most importantly, the three-way response × time × group interaction was significant, \( F(2, 45) = 8.26, p < 0.01, \eta^2_p = 0.27 \). No other effects were found significant. To understand this three-way interaction, we focused on the influence of time over response type by conducting 2 (first vs. second DDP) by 2 (deception vs. truthful responses) ANOVAs in three groups separately.

In the control group (see Figure 1A), there was no significant interaction between time and responses \( F(1, 15) < 1, p > 0.5, \eta^2_p < 0.1 \), suggesting that differences between deception and truth did not change across time.

In the instruction group (see Figure 1B), however, a significant time by response interaction was found: \( F(1, 15) = 12.16, p < 0.01, \eta^2_p = 0.45 \). This suggested that mere instruction would
significantly influence participants’ behavioral performance of deception. To understand this interaction and to highlight our main variable of interest (i.e., differences between deceptive and honest responses), we calculated the differences between deception and truth blocks in the first and the second DDP separately. A paired sample \( t \)-test showed that participants who received the speed up instruction significantly reduced the differences between deceptive and honest responses from the first to the second DDP task \((111.54 \pm 12.98 \text{ vs. } 62.73 \pm 14.65 \text{ ms}; t(15) = 3.49, p < 0.01, \text{Cohen's } d = 0.88)\).

Even though instruction did reduce the differences between deceptive and truthful response from the first to the second DDP task, it remained to be investigated whether or not RTs can distinguish deceptive from honest response in the second DDP task. A paired sample \( t \)-test comparing RTs of deceptive and honest responses found that the RTs associated with deceptive response were still longer than the RTs associated with honest responses \((559.65 \pm 15.36 \text{ vs. } 496.92 \pm 14.89 \text{ ms}, t(15) = 4.28, p < 0.001, \text{Cohen's } d = 1.04\). This pattern of results suggested that even though instruction did influence participants’ deceptive responses, it was not sufficient to eliminate the deception-truth differences.

In the training group (see Figure 1C), the same \(2\text{(time: first vs. second DDP task)} \times 2\text{(response: deception vs. truth)}\) withinsubject repeated measure ANOVA resulted in a significant main effect of time: \(F(1, 15) = 26.33, p < 0.001, \eta^2_p = 0.64\), suggesting that the training significantly reduced the RTs of the DDP task. The same test also revealed a significant main effect of response type \([F(1, 15) = 20.02, p < 0.001, \eta^2_p = 0.57]\), suggesting that deception and truth was significantly different. Most importantly, the time by response interaction was significant: \(F(1, 15) = 17.45, p < 0.001, \eta^2_p = 0.54\).

To understand this interaction, we calculated the RTs difference between deceptive and truthful responses \((\text{RT}_{\text{deception}} - \text{RT}_{\text{truth}})\) of the first and the second DDP tasks separately. It was found that this difference was significantly reduced after participants’ training from the first to the second DDP \((108.67 \pm 22.69 \text{ vs. } 15.82 \pm 10.93 \text{ ms}, t(15) = 4.18, p < 0.001, \text{Cohen's } d = 1.30)\). Moreover, in the second, post-training DDP, RTs for deceptive responses were not different from those of truthful responses \((505.44 \pm 17.39 \text{ for honest responses vs. } 521.25 \pm 17.13 \text{ ms for deceptive responses, } t(15) = 1.45, p > 0.1, \text{Cohen's } d = 0.23)\). In other words, training eliminated the difference between deceptive and truthful responses in the second DDP task.

Regarding accuracy (see Figure 2), the same condition by response by time by stimulus type mixed-model ANOVA revealed only a significant main effect of response type \([F(1, 45) = 80.12, p < 0.001, \eta^2_p = 0.64]\), indicating deceptive responses was less accurate than honest responses \((0.93 \pm 0.01 \text{ vs. } 0.96 \pm 0.01\%)). Neither other main effect nor interaction was significant (all \(p > 0.05\)). The accuracy results suggested that there was no speed-accuracy trade-off.

**DISCUSSION**

The present data show that behavioral RTs performance associated with deception can be influenced significantly via instruction and training, as evidenced by significantly decreased RTs in the second DDP compared with the baseline performance. This pattern of results also shows that deception is not always associated with higher cognitive demand, as most previous studies suggested.

Results from the baseline DDP task replicated previous findings that lying usually produces prolonged RTs when compared with truth (Puredy et al., 1988; Walczyk et al., 2003; Hu et al., 2011; Verschueren et al., 2011). The prolonged RT and reduced accuracy are usually taken as indicators of high response conflict and cognitive control in tasks such as the Stroop task (MacLeod and Dunbar, 1988). Evidence from neuroimaging studies also demonstrated that when people generate deceptive responses in DDP tasks, the brain regions associated with cognitive control and conflict monitoring processes were more active than when participants give honest responses.

![FIGURE 2](image-url) | Participants’ mean accuracy (in percentage) associated with deceptive and truthful responses in the first and the second differentiation of deception paradigm task, in the control, instruction, and training group, separately. Error bars indicate ±1 Standard Error.
responses (e.g., Abe et al., 2006; for a meta-analysis, see Christ et al., 2009).

The present data, however, suggested that instruction and training could significantly decrease the task demand associated with deception as evidenced by reduced RTs. Specifically, the speed up instruction alone significantly reduced the difference between deceptive and honest responses. This result is also partially consistent with one recent study, in which it was found that instruction alone can result in speeding up RTs in an autobiographical implicit association test (aIAT) that involves response conflict and control (Hu et al., 2012b). Specifically, in an aIAT, participants are asked to perform a RT-based classification task that consists of four types of sentences: (1) true sentences (e.g., *I am in front of a laptop*), (2) false sentences (e.g., *I am climbing a mountain*), (3) crime-relevant sentences (e.g., *I stole a wallet*), and (4) crime-irrelevant sentences (e.g., *I read an article*). It is hypothesized that for criminals, it will be easier to press the same button to both crime-relevant sentences and true sentences given that both have truth values (i.e., congruent responses) than to press the same button to both crime-relevant sentences and false sentences (i.e., incongruent responses that involve conflict). Thus, the aIAT examines the mental associations between criminal events and truth value. Hu et al. (2012b) found that participants who were instructed to speed up their RTs in the incongruent blocks were able to reverse the baseline results pattern, i.e., showing quicker responses in the incongruent blocks than congruent blocks, thus obtaining an innocent diagnosis.

However, in the present study, participants who were similarly instructed to speed up their responses in the deception blocks only reduced, but did not eliminate or reverse, the differences between deceptive and honest responses compared to the baseline results pattern. Given this discrepancy, it is possible that the influence of instruction over one’s performance depends on the nature of the specific type of response conflict and control involved in the task: in the autobiographical IAT task, the stimulus-response conflict involves in the incongruent responses concerns recently established mental associations (e.g., mock crime that was committed 10 min or weeks before the test, see also Hu and Rosenfeld, 2012); whereas in the self-other DDP task, however, the stimulus-response conflict involved in the deceptive responses concerns long-term mental associations (e.g., one’s self-referential information is always true). Indeed, De Houwer and colleagues found that participants could successfully fake their performance of an IAT that assessed one’s attitudes toward novel social groups (i.e., recently established mental associations, De Houwer et al., 2007).

Based on the discussion above, it is thus possible that the influence of instruction over performances in deception/response conflict tasks depends on the strength of mental associations: if the mental associations are newly acquired or recently established, it is likely that instruction alone will effectively help the participants to control the response conflict and behavioral performance. If the mental associations are established via long-term practice or socialization, however, it is likely that instruction alone is not sufficient for participants to overcome the response conflict involved in the task.

In addition to instruction, training here played an additive role in helping participants control their deceptive performance. Specifically, after participants were trained to speed up their responses in the deceptive block, the honest-deception differences in the baseline were eliminated in the post-training DDP task. As discussed above, controlling response conflicts that are generated from long-term associations (here self-referential information refers to “self” instead of “other”) may require training. Another example of response conflict that is generated from well-established association is the Stroop task (Stroop, 1935). In the Stroop task, people usually take longer to name the color of the incongruent word font (e.g., press the button indicating red color in response to the word “GREEN” printed in red color) than to name the word meanings since people (at least adults) are automatic in processing the meaning of the words (for a review, see MacLeod, 1991). Regarding whether or not training can reduce the Stroop effect, MacLeod and Dunbar (1988) employed a variant of the Stroop task and found that the stroop effect can be reversed only with extensive training as long as 20 h, rather than with relatively short training that last for 2 or 4 h.

Thus, though instruction alone is effective in reducing responses conflict that from recently established mental associations, training seems to be necessary in reducing conflicts that are from long established, well-practiced associations. Our results also extended another recent study, in which the deceptive responses could be made easier when the frequency of deceptive responses was increased in a question set (Verschuere et al., 2011). Together with these results, the current study, with an emphasis on training conducted within participants, supports the view that deception is malleable and its performance index can be voluntarily controlled to be more automatic.

One question arising here concerns the fact that deception seems to be more malleable than previous studies suggested (e.g., Johnson et al., 2005). Two possible reasons may be relevant: (1) previous studies showed that people may lie frequently in daily interaction (DePaulo and Bell, 1996). In other words, people may already “practice” lies in daily life, which makes lying more malleable; (2) more importantly, unlike previous studies in which participants merely repeated the tasks without an intention to improve (e.g. Johnson et al., 2005), participants in the present study practiced the deceptive responses with a conscious goal to speed up. Since mere practice (without an intention to improve) did not significantly change participants’ task performance (Hu et al., 2012b), it seems that instruction is a necessary element in training-induced behavioral change.

The present data may also shed light on deception detection studies. Specifically, if a deception detection study involves comparisons between unpracticed lying and truth-telling, then the results may not generalize to situations where well-practiced lies are involved (see also Walczyk et al., 2009). Thus, some preparations of lying may be profitably included in deception detection studies so as to increase ecological validity.

A related question is how to better detect prepared lies. Although we did not directly investigate this question here, some recent findings may be helpful: (1) as in Verschuere et al. (2011)’s study, adding filler questions that required honest responses may increase the lie-honest differences. This is based on the premise that increasing the predominance of one response mode (e.g., honest) should make the competing response mode more difficult
(e.g., lies). Although participants may practice their lies before the test, some build-in filler questions that required honest responses during the test may make the prepared lies more difficult; similarly, Hu et al. (2012a) recently found that in a concealed information test, a higher number of irrelevant stimuli may make countermeasures or deliberate faking more difficult. (2) Although suspects can practice some lies in anticipating certain questions, asking unanticipated questions for which lies may not be able to prepare may be helpful (see Vrij et al., 2009). A third strategy is to use certain algorithm to detect fakers based on their response patterns. For instance, Agosta et al. (2011) recently developed an algorithm to detect fakers in the aIAT contexts. Because of different task structures were used in the aIAT and the DDP, the algorithm cannot be directly applied here. Moreover, participants in the Agosta et al. (2011)’s study were asked to slow down their RTs to fake the test. A recent study showed that the algorithm based on slowing down RTs cannot be used in detecting fakers when they used the speed-up strategy, which was adopted in the present study (Hu et al., 2012b). Notwithstanding, future research should directly investigate whether or not prepared lies can be detected using certain abovementioned strategies.

A possible limitation of the present study is the relatively small sample size (N = 16 in each group) we used here. However, it should be noted that as the effect sizes we obtained here were large (given the effect is considered as large when Cohen’s d > 0.8), and because large sample is usually required to observe small effect, we reasoned that the present sample size would not render our results unstable (see also Hu et al., 2012b). Nevertheless, future studies using large sample are necessary to replicate the effect we obtained here. Another possible caveat is the demand and expectancy effect may play a role here. However, it should be mentioned that unlike many psychological research in which the rationale/hypothesis of the study is concealed from participants, researchers in deception detection are usually interested in examining the extent to which participants can intentionally control their behavior during the test. This required participants to understand the rationale of the tests. This procedure is similar to many previous studies in deception detection studies involving countermeasures or deliberate faking strategies (e.g., Rosenfeld et al., 2004; Verschueren et al., 2009; Agosta et al., 2011; Hu et al., 2012b). Finally, it should be noted that although we obtained the instruction/training effect regarding RTs, we failed to find the similar pattern with accuracy. This may be due to the ceiling effect for accuracy results: in each group/condition, the accuracy was around 95%.

To conclude, this study showed that the performance of deception is malleable and becomes more automatic upon training. Meanwhile, instruction itself plays a significant role in inducing behavioral changes associated with deception. The results imply that future deception detection studies should take this variation of deception into account to better understand the complexity of lying and the corresponding behavioral/neural patterns, and to better identify liars.
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INTRODUCTION

Deception is inherently social. Deceptive behavior involves not only the creation of a representation that is at odds with physical reality, but also the manipulation of another person’s beliefs in a particular context (Sip et al., 2008a). This, in turn, means that deceivers must hold a belief about whether their deception is likely to be detected because a high likelihood of detection may lead to anxiety, altering the deceiver’s emotional state and arousal level. Although several recent studies have attempted to elucidate the neural underpinnings of producing deception (e.g., Abe et al., 2007; Baumgartner et al., 2009; Kozel et al., 2009; Sip et al., 2010) and detecting (Grèzes et al., 2004, 2006) deceptive behavior, the role of beliefs about the detectability of deception remains poorly understood.

Behavioral research has shown that neither deceivers nor truthful people respond in the same way to all situations, as their behavior depends on their emotional state (Ekman and Friesen, 1969; Ekman, 1992), the complexity of what is said (Vrij, 2000; Vrij et al., 2001), and their need to control the impression they make on others (Vrij, 1993). From a behavioral standpoint, therefore, there is no diagnostic cue that serves as a unique indication of deception (Vrij, 2004; Vrij et al., 2007; Vrij, 2008). This may be due to the complex nature of the demands that deceptive behavior places on the deceiver: it requires a series of conjectures about the deceived person’s knowledge, the gap between this knowledge and the truth, the feasible manipulations this gap leaves room for, and the chances of getting caught. Deception is thus a sophisticated activity, involving a host of cognitive processes including memory, reasoning, and theory of mind. Furthermore, producing deception is emotionally taxing, and causes anxiety and physiological arousal that require effortful self-regulation (e.g., Abe et al., 2007; Baumgartner et al., 2009).

The multi-faceted act of attempting to deceive is therefore likely to require the concerted activity of several neural mechanisms, with activity in different, widely distributed brain regions mediating the various processes underlying deceptive behavior. Recently, a great deal of interest has centered on neuroimaging to test whether this technology could prove to be a useful

Does the brain activity underlying the production of deception differ depending on whether or not one believes their deception can be detected? To address this question, we had participants commit a mock theft in a laboratory setting, and then interrogated them while they underwent functional MRI (fMRI) scanning. Crucially, during some parts of the interrogation participants believed a lie-detector was activated, whereas in other parts they were told it was switched-off. We were thus able to examine the neural activity associated with the contrast between producing true vs. false claims, as well as the independent contrast between believing that deception could and could not be detected. We found increased activation in the right amygdala and inferior frontal gyrus (IFG), as well as the left posterior cingulate cortex (PCC), during the production of false (compared to true) claims. Importantly, there was a significant interaction between the effects of deception and belief in the left temporal pole and right hippocampus/parahippocampal gyrus, where activity increased during the production of deception when participants believed their false claims could be detected, but not when they believed the lie-detector was switched-off. As these regions are associated with binding socially complex perceptual input and memory retrieval, we conclude that producing deceptive behavior in a context in which one believes this deception can be detected is associated with a cognitively taxing effort to reconcile contradictions between one’s actions and recollections.

Keywords: mock-crime, deception, beliefs, lie-detection, fMRI
and reliable tool for lie-detection [for review see Greely and Illes (2007); Sip et al. (2008a,b)]. Several physiological (e.g., Bell et al., 2008; Gamer et al., 2010, 2012) and functional MRI (fMRI) studies (see e.g., Kozel et al., 2005, 2009; Mohamed et al., 2006) of mock-crimes have investigated the neural correlates of information inhibition and suppression that are associated with deceptive behavior. This previous research, however, has focused almost entirely on comparing deceptive vs. truthful behavior, neglecting the potential effects of participants’ belief in the efficacy of lie-detection, and how such belief may modulate the neural activity underlying deception. People’s beliefs about whether or not their deception can be detected may affect activity in all brain regions that are involved in the production of this behavior. Alternatively, such belief may only modulate activity in a subset of these regions—for example, the belief that deception may be detected might alter activity in regions whose activity mediates the emotional aspects of deceptive behavior, but not those mediating aspects related to memory and reasoning. Clarifying this issue has both theoretical implications for understanding the systems underlying deception, and practical implications for the use of neuroimaging in forensic contexts.

In the current study we used a mock-theft paradigm to investigate whether people’s beliefs about lie-detectability affect the brain activity that underlies the production of deception. Instead of focusing primarily on comparing the neural activity evoked by participants’ false and true claims, we investigated whether people’s beliefs regarding whether or not their false responses can be detected affect the brain activity underlying the production of these responses. By analogy to the well-known story of Pinocchio’s growing nose, we asked: would Pinocchio’s nose only grow when he believed his lies could be detected?

Subjective beliefs about the world and other people underlie most social and socio-economic decisions (e.g., Frith and Frith, 2003). Specifically, our beliefs and expectations modulate our emotional and physiological states, the way we interact with others, and how we make and evaluate choices (e.g., Pollina et al., 2004; Petrovic et al., 2005; De Martino et al., 2006; Mobbs et al., 2006; Sip et al., 2010, 2012). Deception is an instance of belief manipulation, and is likely to rely on the deceiver’s own beliefs.

Previous studies of deception have found increased activation in the amygdala—a region known to be involved in the processing of emotional information—when participants produce (Abe et al., 2007; Baumgartner et al., 2009) and detect deception (Grèzes et al., 2004, 2006). Additionally, several other regions known to mediate cognitive processes involving memory and reasoning, such as the inferior frontal gyrus (IFG), the anterior and posterior cingulate cortex (ACC, PCC, respectively) have been associated with producing false responses (e.g., Spence et al., 2001; Ganis et al., 2003; Langleben et al., 2005; Nuñez et al., 2005; Gamer et al., 2007; Sip et al., 2012). The amygdala, in particular, seems to be a likely candidate for modulation by production of deception and belief due to its central role in emotional processing and its ubiquitous involvement in belief-related tasks (Grèzes et al., 2004, 2006; Abe et al., 2007; Baumgartner et al., 2009). Grèzes et al. (2004, 2006) conducted two studies on non-verbal deception in which participants either judged whether a third party deceived them (2004), or witnessed deception which they were not the target of themselves (2006). Increased activation in the amygdala was found in both studies only when participants detected that they were being deceived by a third party. More recently, other groups found amygdala activation to be associated with breaking a previously made promise (Abe et al., 2007; Baumgartner et al., 2009). Taken together, these studies suggest that the amygdala plays an important role in processing deception, regardless of whether one is personally engaged in producing it or is a target of deceit.

Inhibiting a choice of a risky option has been shown to be associated with risk evaluation and risk aversion in cases where no deception was involved (Aron et al., 2004; Christopoulos et al., 2009). The IFG has been implicated in production of deception where participants needed to inhibit their true responses (Langleben et al., 2005; Gamer et al., 2007). In a recent study by Sip et al. (2012), activation in the right IFG was observed when participants were deciding whether or not to produce a falsehood. This activation occurred regardless of which response, true or false, was made, which suggests that the IFG integrates contextual information about a risky choice rather than the value of a claim itself. It remains unknown, however, whether this region mediates any belief-related activity.

Here, we had participants commit a mock-crime (stealing a gadget they were motivated to keep) and then undergo a realistic interrogation, designed to induce increased anxiety, while undergoing fMRI scanning. Importantly, we manipulated their belief about the detectability of their deception by notifying them that a (fictitious) lie-detector was either active or inactive during different parts of the interrogation. We expected this manipulation to modulate activity in the network of brain regions previously associated with producing deception—the amygdala, IFG, ACC, and PCC. Our main goal was to find out whether belief would alter activity in all these areas, only some of them, or an entirely separate set of neural regions.

**MATERIALS AND METHODS**

**PARTICIPANTS**

Nineteenth healthy, right-handed participants with no reported neurological or psychiatric disorders, and from diverse social and professional backgrounds, took part in the experiment. Data from two participants were removed from the analysis. One admitted to stealing an object in the first few questions; the other fell asleep during the functional scans. The remaining 17 participants (7 females) were between 20 and 45 years old. Participants gave written informed consent to take part in the study, which was approved by the Joint Ethics Committee of the National Hospital for Neurology and Neuroscience (UCL NHS Trust) and Institute of Neurology (UCL).

**STIMULUS AND PROCEDURE**

Upon arrival at the laboratory, each participant was given both written and verbal instructions. Participants were told that they would steal an item and that afterwards, as they were interrogated in the scanner while connected to a lie-detector, their brain activity would be monitored. Unknown to the participants, the
“lie-detector” was not real, and comprised two mock electrodes and a finger grip to imitate a polygraph test.

Two rooms were used in the mock-theft stage. The rooms were marked “red” and “blue” by pieces of appropriately colored paper placed on the inside and outside of each door. Each room contained typical office furniture and items, among which were a pair of earphones and a USB memory stick. The earphones and memory sticks were placed out of immediate view, in specific locations known to the researchers.

Each participant was escorted by the experimenter (author KES) to the corridor outside the red and blue rooms. Participants were informed that they had the right to refrain from taking part if it conflicted with their morals, and they would still be paid for participation. No participant took this option.

The participants were asked to enter each room and search it carefully in order to locate the earphones and the USB memory stick. They were asked to select one room and “steal” a single object from it. Participants could enter the rooms as many times as they wanted, but were asked to go into each room at least once in order to become familiar with both rooms and locate all the objects. After taking an object, they put it into an opaque bag provided by the experimenter, and hid it in a locker before going into the scanner.

In the scanner control room, the participant met the interrogator, who was introduced as an expert in the field of criminal investigation, with a specialty in polygraph tests (the interrogator was actually either author DC or PP, who are not, in fact, such specialists; one was assigned to each participant randomly). Before entering the control room they were told the interrogator did not know whether or not they had stolen anything, but only that they had been inside both rooms and had searched them. They were also told that if, by the end of the interrogation, the interrogator could not tell whether they had taken an object, then they would get to keep the object they took (in fact, the interrogators were aware that all participants had taken an object, and half of the participants were selected at random and allowed to keep the stolen object). The interrogator explained the procedure of the interrogation, and presented the equipment that would ostensibly be used to measure skin conductance responses (or GSR, for galvanic skin responses, the acronym used during the interrogation). To illustrate “typical” skin conductance readings, the interrogator presented computer-generated graphs to the participants. These graphs were unrelated to real polygraph readings; one showed a relatively smooth line and, according to the interrogator, indicated “telling the truth,” while the other was very spiky and indicated “lying.” The aim of this presentation was to persuade the participants that the lie-detection device works reliably.

Participants were told that the “lie-detector” would enable the interrogator to discriminate between honest and deceptive responses. However, it would only be turned on for half the time during each scanning session, and they would be informed when this was happening.

The questions used during scanning were pre-recorded and played in a randomized order. Pre-recorded comments, such as “I see you’re finding this difficult,” were also used to maintain a realistic atmosphere. Depending on its content, each question was accompanied by a picture of either the red or blue room, or by a picture of one of the objects on an appropriately colored background (see Figure 1). Participants were asked to answer the questions by pressing keys marked yes/no on a response pad (two-specific keys on a four-key pad), as well as to mouth their response with a pre-specified noise—[mm]/[mhm] for “no” and [mhm]/[mm] for “yes”—to verify they were attending to

![FIGURE 1](A schematic example of the stimulus display. At the beginning of each block participants were told that the lie-detector (represented by the acronym GSR, for galvanic skin response) was either on or off. During the interrogation, pre-recorded auditory questions were read out over earphones, accompanied by appropriate visual presentations (question presentation took 2-4 s). After the question was completed, a response cue appeared on the screen for 2 s, during which participants had to provide a response. The response cue (0-2 s) was randomly assigned on each trial (Y/N or N/Y) to prevent participants from pressing only one button as a default response. Participants’ response (which could be either “yes,” “no,” “no response” if no response was given within the allotted time or “wrong button” if a button without an assigned meaning was pressed) was displayed on the screen for the duration of the 5-8 s inter-trial interval (ITI).)
the task. Participants were informed both auditory and with written text each time the "lie-detector" was supposedly turned on or off.

Participants were not explicitly instructed to produce false statements, but merely motivated to try and keep the object they took. The questions used during the interrogation fell into several categories. A set of 12 personal questions, such as "Is your name John?" or "Are you British?" was used to acquaint participants with the procedure; they were told that such questions were used to establish a "baseline" for their skin conductance responses. A further set of 11 general questions allowed true responses to non-incriminating aspects of participants' behavior, e.g., "Did you go into the Red-room?" which would always elicit a true response of "yes," because all the participants were asked to perform the same set of actions. Together, the personal and general questions helped establish a realistic atmosphere.

The crucial part of the interrogation consisted of 35 theft-related questions, divided between truth- and falsehood-eliciting based on each participant's choice of stolen object: (1) theft-related falsehood-eliciting questions (14 related to the theft of an object that the participant actually took); and (2) 21 theft-related truth-eliciting questions (related to the theft of an object that the participant did not take). The nature of a specific theft-related question (truth- or falsehood-eliciting), as well as the number of questions of each type, was determined by context. For example, a question such as "Did you take earphones from the Red-Room?" would be a theft-related falsehood-eliciting question, to which the participant would respond "no," if they took the object from that room. The same question would be a theft-related truth-eliciting question (again evoking the response "no"), if the participant took the earphones from the other room. The experiment thus had a 2 (belief: lie-detector on, lie-detector off) × 2 (behavior: true, false) factorial design. Each participant was scanned twice, with each of the two scanning sessions divided into one half with the lie-detector "on" and the other with the lie-detector "off." The order of the "on" and "off" conditions was randomly assigned and counterbalanced across participants.

An eye-tracker (ASL E-5000) was used to make sure participants did not fall asleep or close their eyes to avoid looking at the visual stimuli. The participants used a plastic box with four push buttons to register their responses.

In a written post-scan questionnaire, participants rated emotions they may have experienced during the interrogation (e.g., upset, anxious, nervous); whether they felt guilty about stealing the object in question; their confidence in getting away with lying (and whether this differed when the lie-detector was active or not), and their motivation to keep the stolen object. Participants responded using a 0–5 scale where 0 means "not at all" and 5 means "a lot." Additionally, participants were asked whether they had tried to use any strategy to deceive the interrogator, and if they had, to describe this strategy.

**fMRI SCANNING AND PREPROCESSING**

A 1.5 Tesla Siemens Sonata MRI scanner (Siemens, Erlangen, Germany) was used to acquire T1-weighted anatomical images and T2*-weighted echo-planar functional images with blood oxygenation level-dependent (BOLD) contrast (35 axial slices, 2 mm slice thickness with 1 mm gap, 3 × 3 resolution in plane, slice TE = 50 ms, volume TR = 3.15 s, 64 × 64 matrix, 192 × 192 mm FOV, 90° flip angle). During two functional fMRI sessions, an average of 221 whole brain volumes (range 214–225 depending on participants’ response speed) were acquired. The first 4 volumes were discarded to allow for T1 contrast to reach equilibrium.

Image processing was carried out using SPM8 (Statistical Parametric Mapping software, Wellcome Trust Centre for Neuroimaging, UCL; www.fil.ion.ucl.ac.uk/spm) implemented in MATLAB (The Mathworks Inc., Massachusetts, USA; www.mathworks.com). EPI images were realigned to correct for movements by aligning the functional (T2*-weighted EPI) images of each run to the first volume using a six-parameter rigid body transformation. Mean functional images were then coregistered to the T1-weighted anatomical image and normalized into Montreal Neurological Institute (MNI) template space using a 12-parameter affine transformation (parameters were estimated from segmentation and normalization of anatomical images to MNI template using SPM8). Normalized functional images were resampled into 2 × 2 × 2 voxel resolution. A Gaussian kernel with a full width at half maximum of 6 mm was applied for spatial smoothing.

**fMRI ANALYSIS**

In a statistical model that included all events in the scanning run, each event was convolved with the standard haemodynamic response function of SPM8 (Holmes and Friston, 1998). The design matrix comprised a column for each experimental condition, with separate events defined by their onset time and duration (based on participants’ response times). The fit to the data was estimated for each participant using a general linear model (Friston et al., 1995) with a 128 s high-pass filter, global scaling, and modeling of serial autocorrelations.

Individual T-contrasts related to the different conditions within a factorial design comprising the conditions of interest (2 factors: lie-detector on vs. off, and true vs. false response) were created from the parameter estimates (beta weights). T-contrasts were computed within subjects for the main effects and interaction between belief about whether the lie-detection device was active and the type of response (true or false) to theft-related questions. These were then used in separate second level random effects analyses in order to facilitate inferences about group effects (Friston et al., 1995). Results are reported for clusters with at least 10 voxels and a significance threshold of p < 0.001 (uncorrected for multiple comparisons; Wager et al., 2007). Missed trials were modeled by a regressor of no interest in the GLM analysis. All brain loci are reported in MNI coordinates. Anatomical loci were determined using the Wake Forest University PicAtlas and were double checked against the Harvard-Oxford probabilistic atlas using a 50% probability threshold (Desikan et al., 2006).

**RESULTS**

**DEBRIEFING**

All participants claimed to have been highly motivated to keep the object they took. Interestingly, 14 of the 17 participants chose
to take the memory stick rather than the earphones, claiming in debriefing that they found it more appealing; the fact that the choice was not random confirms that the task was engaging and personally relevant.

Eight of the 17 participants reported that they had tried to use strategies to avoid detection. Strategies included attempting to control their breathing, focusing on something else, silently repeating in their heads *I didn’t steal anything*, or trying to prolong their response times when giving truthful answers in an attempt to confuse the interrogator (e.g., one participant said “I would delay giving a response when asked about the object I didn’t steal to create confusion”).

All the participants reported that they found the interrogation realistic (i.e., none of them suspected that the questions they were asked were actually pre-recorded), though unsurprisingly, some of them noted that they would have been more nervous if the interrogation had not taken place in the context of an experiment. The majority of the participants (12 out of 17) reported that they found it easier to lie when they were told that the lie-detector was inactive.

**BEHAVIORAL RESULTS**

To examine whether the belief that a “lie-detector” was active affected participants’ production of deceptive responses, we examined reaction time (RT) data (Nuñez et al., 2005; Abe et al., 2007; Kozel et al., 2009). RTs were calculated as the duration from the end of a question to the participant’s button response. A 2 (belief: “lie-detector” on, “lie-detector” off) × 2 (question type: theft-related truth-eliciting, theft-related falsehood-eliciting) repeated-measures ANOVA revealed no main effects [belief: $F_{(1, 16)} = 0.169, p = 0.69$; question type: $F_{(1, 16)} = 0.00, p = 0.97$], and no interaction between belief and question type [$F_{(1, 16)} = 2.381, p = 0.142$; see Figure 2]. The similarity between the RTs evoked by questions in the different conditions calls into question previous reports (e.g., Nuñez et al., 2005; Abe et al., 2007; Kozel et al., 2009), which suggested that RTs could be used to distinguish deceptive and truthful behavior (but see the Discussion, where we note the limitations of using RTs in the present context).

Interestingly, examination of the general questions indicated that they evoked longer RTs than theft-related ones. Indeed, including them in the statistical analysis, by running a 2 (belief: “Lie-detector” on, “Lie-detector” off) × 3 (question type: theft-related truth-eliciting, theft-related falsehood-eliciting, general truth-eliciting) repeated-measures ANOVA revealed a main effect of question type [$F_{(2, 32)} = 10.1, p < 0.05$], but no main effect of belief [$F_{(1, 16)} = 0.71, p = 0.41$] nor an interaction between belief and question type [$F_{(2, 32)} = 1.78, p = 0.19$ (Figure 2)]. To investigate the main effect further, post-hoc paired t-tests [corrected for multiple comparisons using the sequential Bonferroni method (Holm, 1979; Rice, 1989)] collapsed across the belief conditions, as there was no main effect of belief were conducted. The tests indicated that participants’ responses to general questions were slower than to either the theft-related falsehood-eliciting [$t_{(16)} = 3.45, p < 0.05$] or theft-related truth-eliciting questions [$t_{(16)} = 3.31, p < 0.05$]. RTs to theft-related truth-eliciting and theft-related falsehood-eliciting questions did not differ [$t_{(16)} = 0.02, p = 0.99$]. These findings suggest that the increased arousal caused by being asked theft-related questions may have increased the speed with which participants responded to such questions, but the specific content of the questions—whether or not they referred to the object the participant had stolen—did not modulate response times. A different possibility that must be acknowledged is that the pre-recorded theft-related questions were easier to discern while they were still being read out, leading to uniformly faster responses than general questions did.

Three participants explicitly stated in the post-scan questionnaire that they tried to slow their truthful responses in order to mislead the interrogator. However, the behavioral data show that although these three participants made slower responses overall, the patterns of their RTs did not differ from the rest of the group. Despite their claims, their response times were actually slightly faster for true compared to false claims. Excluding these participants did not alter the pattern or significance of any of the analyses reported.

Participants missed an average of 3.62 trials (SD = 4.1) out of a total of 104 trials. One participant missed 14 trials and was the only outlier in terms of missed responses (>3 standard deviations from the mean). This participant’s behavioral responses were otherwise within 3 standard deviations from the mean on all measures, and excluding this participant did not alter the pattern or significance of any of the analyses reported.

**IMAGING RESULTS**

To examine the effect of belief on the brain activity underlying the production of deception, we examined BOLD responses evoked by questions in a factorial design with the factors belief (lie-detector on or off) and behavior (true or false responses). Investigations comparing the neural activity associated with true and false responses have been carried out before, and we expected to find increased activation for false (compared
to true) responses in similar regions to those found in those previous studies (Ganis et al., 2003; Langleben et al., 2005; Abe et al., 2007; Baumgartner et al., 2009; Kozel et al., 2009; Sip et al., 2012); amygdala, IFG, and PCC. Our main question, however, was whether the difference between the neural activation evoked by false and true responses would be modulated by participants’ beliefs about whether their deception could be detected, and whether such modulation would occur in all or only in a subset of the regions that process deception production.

Significantly activated regions identified in the second level analysis are detailed in Table 1. The tests revealed a main effect of response type, whereby producing deceptive responses was associated with higher BOLD activation, in the right amygdala and IFG, and in the left PCC (Figure 3). There were no regions in which a main effect in the opposite direction (true > false) was observed, and no regions showed a main effect of belief in either direction (lie-detector on > off or off > on).

In addition to the main effects reported above, we found a significant interaction between belief and behavior in two regions: the right hippocampus/parahippocampal gyrus (Figures 4A,B) and the left temporal pole (Figures 4C,D), regions that have both been previously associated with social processes such as theory of mind and face recognition (Olson et al., 2007), and deceptive decision-making (Ganis et al., 2003; Mohamed et al., 2006). Examination of the patterns of responses in these regions reveals that the interaction was due to greater activation when producing deceptive, compared to truthful, responses when the lie-detector was believed to be on, and a reversed pattern when the lie-detector was believed to be off.

To further investigate the effects underlying the interaction, we analyzed the BOLD responses associated with the simple effects of deceptive vs. truthful responses in each belief condition. For the right hippocampus/parahippocampal gyrus, we found that when participants believed the lie-detector was on, activation when producing deceptive responses was significantly greater than when producing truthful responses ($t_{(16)} = 5.397, p < 0.001$). However, when the lie-detector was believed to be off both kinds of response were reduced and were not significantly different from each other ($t_{(16)} = 1.6, p = 0.14$). Belief that lies could be detected thus led to differential responses in this region. For the left temporal pole, there was again significantly greater activation when producing deceptive (compared to truthful) responses in the “lie-detector on” condition ($t_{(16)} = 2.54, p < 0.05$). However, this difference was reversed in the “lie-detector off” condition, in which truthful responses led to significantly greater responses than deceptive responses ($t_{(16)} = 3.643, p < 0.01$).

### DISCUSSION

We conducted an fMRI investigation to test whether beliefs about how detectable deception was would affect the neural activity involved in producing it. Specifically, we studied the effect of a belief that a lie-detector was on or off on the neural processing underlying deception. Our results show that a belief in the assumed efficacy of lie-detection does indeed modulate the neural activity in a subset of the regions—the right hippocampus/parahippocampal gyrus and left temporal pole—involved in producing false claims, such that false responses led to greater activity than true responses when participants believed lie-detector was inactive. This difference was not present (and in the left temporal pole was reversed) when the lie-detector was believed to be off. Other regions—right amygdala, right IFG, and left PCC—were more active when producing a false claim, but this difference was not modulated by belief in lie-detectability.

Replicating our previous findings (Sip et al., 2010, 2012), our behavioral results showed that in an ecologically valid scenario there was no difference in RTs for producing true and false statements in a context in which both can be used deceitfully. These findings are at odds with other deception studies which have found faster responses when participants were being truthful, compared to when they were producing a false claim (e.g., Kozel et al., 2005; Langleben et al., 2005; Spence et al., 2008; Seymour and Fraynt, 2009). This discrepancy, however, might stem from the realistic experimental paradigm we employed, which may have encouraged some of the participants to attempt to use strategies that would mislead the interrogator. Indeed, during debriefing we learned that some participants had tried to use response timing as a countermeasure to detection. This suggests that people produce deception in various ways if they are allowed to use their own deceptive strategy. However, it must also be noted that in the current study, we used auditory questions combined with visual presentation of relevant items. The visual stimuli may have interfered with auditory processing, or facilitated response preparation such that

### Table 1 | Brain regions showing activation during response production.

<table>
<thead>
<tr>
<th>Brain region</th>
<th>Hemisphere</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>t-value</th>
<th>Cluster size</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MAIN EFFECT OF RESPONSE (FALSE &gt; TRUE)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Amygdala</td>
<td>R</td>
<td>30</td>
<td>0</td>
<td>−24</td>
<td>6.98</td>
<td>17</td>
</tr>
<tr>
<td>Inferior frontal gyrus (IFG)</td>
<td>R</td>
<td>44</td>
<td>26</td>
<td>10</td>
<td>6.24</td>
<td>25</td>
</tr>
<tr>
<td>Posterior cingulate cortex (PCC)</td>
<td>L</td>
<td>−2</td>
<td>−12</td>
<td>50</td>
<td>4.83</td>
<td>10</td>
</tr>
<tr>
<td><strong>INTERACTION (ON FALSE-TRUE &gt; OFF FALSE-TRUE)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hippocampus/parahippocampal gyrus</td>
<td>R</td>
<td>36</td>
<td>−18</td>
<td>−18</td>
<td>4.98</td>
<td>26</td>
</tr>
<tr>
<td>Temporal pole</td>
<td>L</td>
<td>−44</td>
<td>14</td>
<td>−22</td>
<td>4.89</td>
<td>17</td>
</tr>
</tbody>
</table>

Peak activation coordinates in standard MNI space and their associated t-scores. Regions shown were significantly activated at a threshold of p < 0.001 (uncorrected) with a cluster extent threshold of 10 voxels.
participants could have decided what response to provide before the question was fully articulated. However, the actual response could only be provided after the question was posed, so calculating RTs as the elapsed time from the end of the question was the only way to avoid additional assumptions regarding the point in time at which participants decided what answer to give. This calculation also avoided false-positive difference in RTs that might be caused by differences in the lengths of the posed questions.

Our neuroimaging results demonstrate that the assumption that the same brain regions would always be either active or inactive when one tells a lie or the truth, respectively (Mohamed et al., 2006) is an oversimplification. Neural activity in various regions, including the ACC, DLPFC, IFG, the caudate nucleus, and the amygdala (e.g., Kozel et al., 2005; Baumgartner et al., 2009; Greene and Paxton, 2009; Sip et al., 2010, 2012; Gamer et al., 2012) has been implicated in the production of deception. The present findings involve a smaller set of areas than

---

**FIGURE 3** The main effect of response (false > true). Panels on the left show the activation cluster and panels on the right show mean parameter estimates in the activation cluster in the right amygdala (A and B), right IFG (C and D), and left PCC (E and F). Deceptive responses in these regions yielded higher BOLD activation than truthful ones, and this difference was not significantly modulated by belief about whether the lie detector was on or off.
Sip et al. Belief in lie-detection modulates deception

FIGURE 4 | The interaction between response type (true or false) and belief about the lie-detector (on or off). Panels on the left show the activation cluster and panels on the right show parameter estimates in the activation cluster in the right hippocampus/parahippocampal gyrus (A and B) and left temporal pole (C and D). In these loci, the difference between the BOLD activation caused by false vs. true responses was abolished (and for the hippocampus/parahippocampal gyrus, reversed) when participants believed the lie detector was off.

reported in previous neuroimaging studies of deception [for a review see Sip et al. (2008a)]. Unlike these previous studies, we did not observe activation in dorsolateral prefrontal cortex (DLPFC), ACC, or the caudate nucleus. The fact that we found activation in a smaller set of regions than previously reported could be due to several factors that are not substantive to the issue of deception, such as the specific statistical model and significance thresholds employed in different studies, specific characteristics of the participant cohort, or the visual and auditory stimuli used in the course of the interrogation. We speculate, however, that a substantive factor—the realistic nature of the mock-theft scenario used in the present study—might also potentially be at play. Such scenarios have been shown previously to reduce participants’ physiological arousal (indicated by skin conductance) during interrogation, compared to more standard experimental procedures (though it must be noted that this was observed in the context of a different method for lie-detection, and may have been modulated by reduced memory for crime-related items; Carmel et al., 2003). Although negative findings (the absence of activation in particular brain regions) must always be interpreted with extreme caution, further work may benefit from attempting to address the relation between how realistic a mock-crime scenario is and how widespread neural activation across the brain is during interrogation.

MAIN EFFECTS: DECEPTIVE vs. TRUTHFUL RESPONSES

Deceptive responses produced greater BOLD responses than truthful responses, regardless of the belief condition, in three regions: the right amygdala, right IFG, and left PCC. The amygdala and IFG have been implicated in recent ecologically valid examinations of deception (Abe et al., 2007; Baumgartner et al., 2009; Sip et al., 2012). Here, the observed activation in the amygdala, which is known to be involved in processing emotionally relevant information [for a review see Dolan (2007); Olson et al. (2007)], suggests that participants experienced an emotional conflict resulting from making false claims while risking a potential confrontation, and that this occurred regardless the believed status of the lie-detector device. Abe et al. (2007) were the
first to report amygdala involvement in producing verbal deception, employing a realistic scenario in which participants underwent interrogation. They speculated that emotional processing, reflected in the increased amygdala activation they observed, was associated with attempts to deceive the interrogator. In a different study, Baumgartner et al. (2009) showed that breaking a previously expressed promise and consequently deceiving others in a social context appears to create anxiety associated with social consequences of the act rather than with producing false claims per se.

In previous studies, the PCC has been implicated in processing the emotional aspects of context and in integrating emotion- and memory-related processes (Mohamed et al., 2006). Here we observe increased activation for producing false vs. true claims, suggesting that the cognitive load associated with deception places demands on emotional processing. This specific processing, however, was not modulated by belief in lie-detectability, indicating that it is largely independent of those processes that mediate the emotion and anxiety engendered by the context of such belief. Previous studies have also shown right IFG involvement in deception (Gamer et al., 2007; Sip et al., 2012) as well as in response inhibition (Aron et al., 2004) and risk aversion (Christopoulos et al., 2009). Interestingly, right IFG was previously involved in production of deceptive responses in a social context where participants had to first comprehend the question, and then choose to whether to inhibit a true response and claim falsehood instead (Sip et al., 2012). The present findings thus suggest that the right IFG plays a generalized role in deception that is related to monitoring response release, and that this process is unlikely to be modulated by belief about lie-detectability.

INTERACTION OF DECEPTIVE/TRUTHFUL RESPONSE AND BELIEF ABOUT LIE-DETECTABILITY

We found two regions, the right hippocampus/parahippocampal gyrus and left temporal pole, in which response and belief interacted significantly to produce greater BOLD activation for deceptive responses when the lie-detector was believed to be on, but not when it was believed to be off. The temporal pole has been implicated in various socio-emotional processes involved in broadly construed theory of mind (Carr et al., 2003; Frith and Frith, 2003; Vollm et al., 2006), moral judgments (Moll et al., 2002; Heekeren et al., 2003), and deception detection (Grèzes et al., 2004, 2006). Olson et al. (2007) suggested that this region thus combines emotional responses with highly processed sensory stimuli. In our study, the increased temporal pole activity we observed when the lie-detector was “on” may be due to participants attempting not only to regulate their own emotional responses but also to infer the emotional states and beliefs of their interrogator. The realistic interrogation scenario, involving an ostensible “real-life interrogator,” may have increased participants’ anxiety and contributed to the modulation found in the activity of this region (which is known to have reciprocal anatomical connections to the amygdala; Dolan, 2007; Olson et al., 2007). The pattern of responses in the temporal pole was reversed in the “lie-detector off” condition, in which truthful responses led to greater activation than deceptive ones. The functional significance of this reversal remains unclear and requires further elucidation.

We also observed a differential activation pattern in the right hippocampus/parahippocampal gyrus, where BOLD activity differed for deceptive and truthful responses (and was greater for deceptive ones), but only when the lie-detector was believed to be on. We had not originally included these areas amongst those in which we expected to find differential activation—although the hippocampus has been previously associated with producing deceptive response (Mohamed et al., 2006), and the parahippocampal gyrus has been associated with reporting autobiographical memories (which participants must draw on to produce truthful and deceptive responses; Ganis et al., 2003), neither region has been reported as consistently as other regions in the context of deception [for an overview, see e.g., Sip et al. (2008a)]. The differential activation we find here suggests that these areas may play a role related to belief, which had not been tapped into by previous studies where this factor was not manipulated.

The hippocampus is known to play a central role in memory (e.g., Burgess et al., 2002) as well as predictions about upcoming events related to past experiences [for a review see e.g., Buckner (2010)]. A previous investigation of neural connectivity (Smith et al., 2006) has shown that not only the content of a memory but also the context in which a memory was created have a measurable impact on episodic retrieval and interpersonal communication. It is thus noteworthy that the cluster of activation that included the hippocampus also extended to the parahippocampal gyrus. In a social context the parahippocampal gyrus (as well as temporal pole) allows for a proper identification of communicational intent, as demonstrated in a previous study of sarcasm (Rankin et al., 2009). A seemingly insincere communication, such as sarcasm, shares certain characteristics with deception, as in both the communicated content is at odds with reality. However, in contrast to deception, sarcasm lacks the deceptive intent; listener is meant to realize the true meaning of what is communicated. Importantly, to distinguish sarcasm from deception, one needs to identify the meaning based on contextual cues. Similarly, in the current study, participants interacted with another person and based on prosody cues obtained from the interrogator, had to monitor whether their denial of an action they did remember performing (e.g., stealing a pair of ear phones) could be successful. Their belief regarding whether the lie-detector is active was thus directly relevant to this process of inference. The right parahippocampal gyrus may therefore perform a similar role, mediating social interaction, and its underlying intent, in both the contextualized production of deception of the present study and in processing sarcasm (Rankin et al., 2009).

Emotionally charged experiences involve the hippocampus, parahippocampal gyrus, and amygdala in the process of encoding and consolidating these events into memories (Richter-Levin and Akirav, 2001). The hippocampus is known to play a crucial role in associative learning, as well as encoding and representing the value of reward (e.g., Richter-Levin and Akirav, 2001; Smith et al., 2006; Wimmer and Shohamy, 2012). Recently, Wimmer and Shohamy (2012) offered novel neural evidence indicating that the hippocampus may play an important role in value-based...
decision-making. They showed that the hippocampus not only encodes reward value but also spreads it across items that were not previously considered rewarding. In light of the present findings, we propose that the neural connectivity between the hippocampus/parahippocampal gyrus and amygdala (Phelps, 2004; Smith et al., 2006) may facilitate a similar role for the hippocampus/parahippocampal gyrus in context-dependent social interactions, where social value must be flexibly assigned.

Interestingly, although activity in the amygdala was significantly modulated by response (deceptive vs. truthful), this modulation did not interact with belief about the status of the lie-detector. Our original hypothesis that the amygdala would be a prime candidate for belief-related modulation was therefore not borne out. Importantly, previous studies reporting deception-related amygdala activation (Abe et al., 2007; Baumgartner et al., 2009) did not have the immediate confrontation element that was present in the interrogation scenario of the current study. The absence of a significant interaction in the amygdala could thus be due either to belief modulating other functions than the emotional processes associated with amygdala activity, or to a ceiling effect—the interrogation context may have been sufficient to induce differential deception-related activity regardless of belief about lie-detectability.

CONCLUSIONS

Overall, our findings suggest that belief in lie-detection efficacy modulates a subset of the processes involved in producing deception. Cognitive processes involving reasoning and theory of mind, mediated by the IFG and PCC, as well as emotional processes mediated by the amygdala, are involved in the production of deception—but the absence of modulation by belief in these regions suggests that the processes they mediate are functionally separate from those involving belief. However, belief about the detectability of lies does modulate activity in the temporal pole and hippocampus/parahippocampal gyrus, suggesting that the social context and memory-related processing known to be mediated by these regions are the aspects of deception that are affected by belief. We, therefore, conclude that belief in the efficacy of a lie-detection device matters, emphasizing the importance of such beliefs in both basic research and applied (forensic) settings.
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INTRODUCTION

In recent years, deception researchers have focused upon the cognitive processes involved in deception (Vrij, 2008). Formulated broadly, the cognitive perspective on deception holds that deception is cognitively more demanding than truth telling. Deception often involves one or more of the following mental operations: the decision to lie, withholding the truth, fabrication of the lie, monitoring whether the receiver believes the lie and, if necessary, adjusting the fabricated story, and keeping the lying consistent. These operations make lying a cognitively demanding task. Evidence supports the cognitive perspective on deception. For example, lying participants were judged by observers to think harder than truthful participants, and participants subjectively reported more cognitive load when lying compared to truth telling (Vrij et al., 2006). Furthermore, compared to truth telling, lying is associated with more errors, increased and more variable response times (Spence et al., 2001; Johnson et al., 2005; Verschuere et al., 2011). Recently, several studies used brain imaging techniques such as fMRI (Spence et al., 2001; Langleben et al., 2002; Ganis et al., 2003; Kozel et al., 2005; Phan et al., 2005; Monteleone et al., 2006; Abe et al., 2008), PET (Abe et al., 2006), and fNIRS (Tian et al., 2009) to identify which brain regions are associated with deception. Common across these studies is the greater activation in the prefrontal cortex during lying compared to truth telling (Christ et al., 2009), thereby supporting the idea that deception requires greater executive control than truth telling.

Since deception by definition involves withholding the truth, response inhibition may be crucial for deception. Indeed, liars may or may not overtly express a deceitful answer, but they definitely need to refrain from telling the truth. Response inhibition can be defined as the cognitive function that allows one to intentionally inhibit a dominant, automatic or prepotent response (Miyake et al., 2000). The truth, then, is regarded as the dominant response that needs to be actively inhibited in order to lie (Spence et al., 2008a). Noteworthy from the perspective of the association between response inhibition and deception, is the observation that the same brain regions are critically involved in response inhibition and in deception. Examining the neural correlates of response inhibition, imaging studies have examined brain activity during tasks that require active suppression of a dominant response such as the Go/No-Go task and the Stop-signal task. The Go/No-Go task requires a speeded response to frequently presented Go trials (e.g., the letter Q), but inhibition of responding to the rarely presented No-Go trials (e.g., the letter O). In the Stop-signal, responding to the go task (e.g., press left for circle
and right for square) has to be inhibited when an auditory signal is presented. A particular region in the prefrontal cortex, the right inferior frontal region, is consistently and most strongly activated during such tasks (Garavan et al., 1999; Konishi et al., 1999; Aron et al., 2004; Brass et al., 2005). In 18 patients with right frontal lobe damage, it was found that the greater the damage to the inferior frontal gyrus (IFG), the worse response inhibition performance in the Stop-signal task (Aron et al., 2003). Further support for the functional necessity of the IFG in response inhibition comes from recent work using repetitive transcranial magnetic stimulation (rTMS). rTMS is a non-invasive brain stimulation technique that allows to induce a transient and reversible “virtual lesion” in healthy conscious volunteers. rTMS to the IFG, but not to mid frontal or parietal regions, impaired response inhibition capacity in healthy volunteers (Chambers et al., 2006). As the inferior frontal region is also consistently activated in deception paradigms (Spence et al., 2001; Kozel et al., 2005; Phan et al., 2005; Gamer et al., 2007; Christ et al., 2009), it may be this region that is crucial for inhibiting the truth during deception (Spence et al., 2004).

In sum, brain imaging studies suggest that the inferior frontal region may exert a functional role in withholding the truth during deception. However, since imaging studies are in essence correlation studies, they do not allow conclusions with regard to the functional necessity of brain regions. In order to investigate the functional necessity of this region for deception, one would need to experimentally manipulate its activity level and investigate the impact on deception (Sack, 2006; Luber et al., 2009). Here, we present the first study that used rTMS to unravel the functional relevance of the inferior frontal region for deception. Following recent imaging data (Brass et al., 2005), we focused upon the right inferior frontal sulcus (IFS). We collected structural images of the brain using magnetic resonance imaging (MRI). These individual anatomical brain images were used as a basis for a frameless stereotactic TMS neuronavigation system, allowing us to precisely map and target the IFS with TMS in each individual participant. Furthermore, we used an innovative TMS protocol, continuous theta-burst rTMS (cTBS), that requires a much shorter stimulation time yet leads to more robust inhibitory after-effects than conventional rTMS protocols (Huang et al., 2005; Thut and Pascual-Leone, 2010). Disruption of the right IFS using cTBS impairs stopping performance in a stop-signal task (Verbruggen et al., 2010). This MRI-guided cTBS neuronavigation approach was used here to transiently disrupt neural processing in the right IFG to examine whether it is causally related to deception.

MATERIALS AND METHODS

PARTICIPANTS

Thirty-one participants were paid €15/h for participation. All participants had normal or corrected-to-normal vision and had no history of neurological or psychiatric disorders. They received medical approval for participation and gave their written informed consent after being introduced to the procedure. The study was approved by the local Medical Ethical Commission, and written informed consent was obtained from all participants.

Due to experimenter error, data from three participants were lost. Furthermore, the data from one participant for whom rTMS was stopped after a startle response were excluded. Finally, data from one participant were excluded because of an excessive error percentage (18%; > 2.5 SDs from the M).

The final sample consisted of 26 participants (15 women, 11 men; Mage = 26.11 years, SD = 7.53; 96% right-handed). Participants were tested in their preferred language (19 Dutch, 6 English, and 1 French).

PROCEDURE

Participants were tested in three separate sessions. In session 1, we obtained anatomical brain measurements of all participants using MRI. In session 2, participants were informed about the experiment and rTMS, filled in the autobiographical questionnaire, and performed the deception test a first time. Next, the active motor threshold (AMT) for each participant was determined. We then used frameless stereotaxy for MRI-guided TMS neuronavigation to the previously defined target region, and applied either a cTBS protocol that has shown to inhibit the stimulated areas for up to 1 h following the TBS itself (Huang et al., 2005; Thut and Pascual-Leone, 2010), or sham TBS using a placebo TMS coil. The second deception test followed immediately after the rTMS/sham stimulation. The procedure was identical for session 3, except that stimulation type differed and that motor threshold was not determined again. Real rTMS stimulation was on day 1 for 15 participants and on day 2 for 11 participants.

This study design and methodological approach enabled us to first define the target brain area based on the individual anatomical data and to subsequently neuronavigate the TMS coil to the anatomically defined stimulation site in each participant. The MRI-guided TMS neuronavigation was monitored online throughout the whole stimulation time, allowing for a precise determination of the actual stimulation site also during stimulation.

Deception paradigm: the Sheffield lie test

The Sheffield lie test is a “differentiation of deception” paradigm (Furedy et al., 1988) that was developed by Spence and colleagues from Sheffield University (Spence et al., 2001, 2008a,b), and has been successfully replicated by our group (Verschuere et al., 2011) and others (Fullam et al., 2009). Participants first completed a questionnaire that listed 72 specific behaviors (e.g., “Bought a newspaper”), and were asked to indicate whether or not they had performed those actions that day. Half of these questions came from the study by Spence et al. (2001) the remaining half were developed for the present study. Trials in the Sheffield lie test consisted of statements from the autobiographical questionnaire presented for 5 s. Participants answer the statements with a Yes or No response. The Yes and No reminder labels remained on the screen throughout the test. Crucially, their color varied after every six trials. One color (e.g., yellow) indicated the participant to answer truthfully, whereas the other (e.g., blue) was the signal to lie, with colors counterbalanced across participants. Meaning of the colors was assigned in the instructions, and checked in a practice phase with statements for which ground truth was known (e.g., “Are you in France?”). The test consisted of 72 trials, with each of 36 statements appearing once with blue and once with yellow reminder labels. After a 5 min break, participants took the deception test again, this time without practice at
the beginning. One set of 36 questions was used in the first test, and one set in the second test, with sets counterbalanced across participants. These sets were tested beforehand to result in a deception effect of similar magnitude. Statements were presented by a PC using Inquisit 3.0 software (Inquisit, 2009).

**MRI measurements**

A high-resolution anatomical image was obtained from each participant in a 3-T magnetic resonance scanner (Siemens Allegra MR Tomograph; Siemens AG, Erlangen, Germany) at the Faculty of Psychology and Neuroscience, Maastricht University, The Netherlands. The data set was acquired with the help of a T1-weighted structural scan with an isotropic resolution of 1 mm using a modified driven equilibrium Fourier transform (MDEFT) sequence with optimized contrast for GM and WM and imaging parameters.

**Cortical-surface reconstruction**

Data were analyzed using the BrainVoyager QX 2.0 software package (BrainInnovation, Maastricht, The Netherlands). The high-resolution anatomical recordings were used for surface reconstruction of the right hemisphere of each participant (Kriegeskorte and Goebel, 2001). The surface reconstruction was performed in order to recover the exact spatial structure of the cortical sheet and to improve the visualization of the anatomical gyriation. The white-gray-matter boundary was segmented with a region growing method preceded by inhomogeneity correction of signal intensity across space. The borders of the two resulting segmented subvolumes were tessellated to produce a surface reconstruction of the right hemisphere.

**TMS apparatus and stimulation parameters**

Biphasic TMS pulses were applied using the MagProX100 stimulator (Medtronic Functional Diagnostics A/S, Sklovunde, Denmark) and a figure-of-8 coil (MC-B70, inner radius 10 mm, and outer radius 50 mm) for real stimulation. The maximum output of this coil and stimulator combination is approximately 1.9 Tesla and 150 A/µS. A specific figure-of-8 placebo coil (MC-P-B70) was also employed in order to reproduce the same acoustic stimulation as the active coil while not inducing the magnetic field (sham stimulation). The coil was manually held tangentially to the skull with the coil handle oriented perpendicular to the posterior part of the IFS using the online visualization function of the BrainVoyager TMS Neuronavigator. Following Huang et al. (2005), continuous theta-burst TMS was applied at 80% AMT. A detailed description of this rTMS paradigm can be found in Huang et al. (2005). In brief, in TBS protocols, short bursts of 50 Hz rTMS are repeated at a rate in the theta range (5 Hz) as a continuous (cTBS) or intermittent (iTBS) train (Huang et al., 2005; Di Lazzaro et al., 2008). Depending on the train intervals, TBS can either have longer-lasting facilitatory or inhibitory after effects. The after effects of TBS were
found to be significantly longer-lasting compared to conventional rTMS (Huang et al., 2005) with shorter stimulation time and lower stimulation intensity needed. These factors could allow more comfortable stimulation conditions, especially when TBS is used as a therapeutical intervention over a long period of time (Cardenas-Morales et al., 2010). It has been suggested that cTBS decreases the effectiveness of synaptic connections that are recruited in circuits involved in both short interval intracortical inhibition (SICI) and intracortical facilitation (ICF) (Huang et al.). Some side effects were noted with this stimulation, most notably muscle twitches at the eye, cheek and mouth.

TMS localization
IFS corresponds to area 44 in Brodmann’s cytoarchitectonic map (Brodmann, 1909). Based upon anatomical landmarks, we targeted the posterior part of the right IFS. Specifically, we targeted the area just anterior to the section of the precentral sulcus and the IFS. The stimulation site was localized using frameless stereotaxy (Brain Voyager TMS neuronavigation; Sack et al., 2006) for both real and sham stimulation. Using such a TMS neuronavigation system enabled us to account for inter-individual differences in anatomical brain structures while stimulating (see Figure 1).

TMS procedure
Individual AMTs were determined as the intensity at which the stimulation of the left motor cortex with single-pulse TMS resulted reliably in a visible movement of the first dorsal interosseous (FDI) muscle. The AMT of the participants ranged from 21 to 45% of maximum stimulator output \( [M = 30.27\% (47 \text{ A}/\mu\text{S}), SD = 5.24] \). The mean stimulation intensity was set at 80% of the AMT and therefore resulted in 24.19% \( (38 \text{ A}/\mu\text{S}) \) of maximum stimulator output (range 17–36%, \( SD = 4.97 \)). Throughout the stimulation time, participants were wearing earplugs to protect their ears from the clicking sound and to minimize the interference of sounds during the task.

RESULTS
Separate \( 2 \times 2 \times 2 \) ANOVAs with stimulation (rTMS vs. sham), session (pre vs. post), and deception (lie vs. truth) as the within-subjects factors were conducted on error percentage (%), and on mean (RTs) and variability (SD RTs) of correct response times.

ERRORS
Responses that did not match with the autobiographical questionnaire were considered behavioral errors. The only reliable effect was a main effect of deception, \( F_{(1, 25)} = 10.22, p < 0.01 \), with lying resulting in more errors than truth telling, see Figures 2, 3. Two other effects just failed short of reaching significance: Session \( \times \) Deception, \( F_{(1, 25)} = 4.15, p = 0.05 \), indicating that the lie vs. truth difference was somewhat greater at baseline than at test; and Stimulation \( \times \) Deception, \( F_{(1, 25)} = 3.06, p = 0.09 \), indicating that the lie vs. truth difference was somewhat greater in the rTMS session than in the sham session. Other \( F \)'s < 1.

RTs
Behavioral errors were excluded from the RT analyses, as where RTs that deviated more than 2.5 SDs from the individual conditional mean (Ratcliff, 1993). There was only a main effect of deception, with participants being slower when lying than when telling the truth, \( F_{(1, 25)} = 43.19, p < 0.001 \), see Figures 4, 5. Other \( F \)'s < 1.5.

SD RTs
SD RTs of the RTs included in the RT analyses were analyzed. There was only a main effect of deception, with participants being slower when lying than when telling the truth, \( F_{(1, 25)} = 13.31, p < 0.01 \), see Figures 6, 7. Other \( F \)'s < 2.2.

DISCUSSION
Since deception by cognitive definition involves withholding the truth, response inhibition may be the cognitive function at the heart of deception. The behavioral data in the present study indeed showed that lying comes with a “cost,” as lying was reliably associated with more errors and greater and more variable response times compared to truth telling, thereby replicating previous findings obtained with the Sheffield lie test (Spence et al., 2001, 2008a; Fullam et al., 2009; Verschuere et al., 2011) as well as with other deception paradigms (e.g., Sartori et al., 2008; Verschuere et al., 2009). A prominent cognitive neurobiological account of deception holds that this cost can be related to the active inhibition of the dominant truth response (Spence et al., 2008a), and that this response inhibition of the truth is regulated...
mainly in right inferior frontal cortex (Spence et al., 2001, 2004; Kozel et al., 2005; Phan et al., 2005; Gamer et al., 2007; Christ et al., 2009). Being in essence correlation studies, imaging studies do not allow conclusions with regard to the functional necessity of brain regions. Here, we used rTMS to unravel the functional relevance of the right inferior frontal cortex for deception, expecting that a cTBS-induced disruption of right IFS would affect behavioral responding on the lying trials. However, real cTBS over right IFS had no effect on deception as compared to sham stimulation in the current study.

Our present findings failed to refute the null hypothesis, leaving us with the question whether the data can be meaningfully interpreted or not (De Graaf and Sack, 2011). To the extent that methodological aspects can explain our negative findings, interpretation is hazardous. Under certain methodological conditions, however, negative TMS findings provide a meaningful answer to the question that cannot be answered by imaging techniques: Is the specific brain region functionally relevant for the task or not? After all, TMS is an entirely different method than brain imaging, going beyond the correlation approach, and allowing to examine whether a region identified in imaging work is functionally relevant for the task or may be a non-functional by-product. Three important aspects need consideration to make meaningful interpretation of negative TMS findings (De Graaf and Sack, 2011): the localization argument (perhaps the coil was not positioned properly and the targeted brain region X was therefore not stimulated), the neural efficacy argument (did the expected neural effects occur?), and the power argument (maybe a non-significant TMS effect requires more participants). The power argument is not easily refuted, but is unlikely to explain our negative findings given the lack of statistical trends, and the use of a within-subjects design that seems sufficiently powered \((n = 26)\) compared to previous research (Huang et al., 2005; Chambers et al., 2006; Verbruggen et al., 2010). With regard to the localization argument, the current study used individual MRI data to neuroroute the coil to a specific individually-defined target point within IFS (see the “Materials and Methods” section). While we cannot rule out that individual fMRI data may have resulted in a slightly different TMS target site and potentially different results, we can conclude that stimulating the anatomical region within IFS shown here (Figure 1) does not affect deception. With regard to the neural efficiency argument, the question can be raised whether the stimulation produced the intended change in cortical excitability. Unlike for the motor system, no direct and easily measurable assessment for the local cortical excitability level of right IFS is available, unless cTBS is directly combined with EEG or fMRI during stimulation. It has been shown that there is a considerable inter-individual variance in the cortical after effects of rTMS (Maeda et al., 2000) with some participants showing an increase in cortical excitability while others showing a respective decrease in cortical excitability, even when being stimulated with the same rTMS protocol. Moreover, it has been shown that the same rTMS protocol can induce opposite neural after effects (excitatory vs. inhibitory) when applied over different cortical target sites (Paus et al., 1997). Future research will benefit from direct concurrent neurophysiologic measurements to examine the direction of the change in cortical excitability induced by the rTMS/ transcranial direct current stimulation (tDCS) intervention. Furthermore, future studies should also include other control sites, and not only make use of sham stimulation as a control, since participants might be able to detect the difference between real and sham stimulation.

Whereas we cannot easily dismiss all methodological arguments relating to power, localization, and neural efficiency our negative findings may be meaningfully interpreted given that our study was based on a clear a priori hypothesis directly derived from the imaging literature, and conducted using state-of-the-art TMS methodology—including (1) the employment of individual structural brain imaging data to select and target the right IFS in each individual participant, (2) a paradigm that reliably elicits stronger inferior frontal activation for lying compared to truth telling (Spence et al., 2001; Christ et al., 2009; Fullam et al., 2009), (3) a reasonably powered design (within-subjects; \(n = 26\)), and (4) a stimulation protocol (cTBS) that has been shown to produce immediate, profound and lasting effects on cognitive functioning generally and on inhibition specifically (Huang et al., 2005; Thut and Pascual-Leone, 2010; Verbruggen et al., 2010). As such our finding that our inhibitory protocol (cTBS) over the right IFS identified by individual MRI (see target site in Figure 1) did not have behavioral effects on deception as measured within the Sheffield lie test contains much more information than a
“pure” null result and is informative for the scientific community. The present study renews a handful of neuromodulation studies on deception. Unfortunately, the results of these studies are mixed and inconsistent. In the present study, we failed to find an effect of rTBS to the rIFC on deception. Previous studies have used related technique: tDCS or rTMS, both of which can be used to either increase or decrease neural excitability. Priori et al. (2008) unexpectedly found that anodal (excitatory) tDCS of the DLPFC hampered lying, with no effect of cathodal (inhibitory) stimulation. Karim et al. (2010), however, failed to find an effect of anodal tDCS to the anterior PFC. Rather, they found that cathodal tDCS to the same region facilitated lying. Rather than hampering lying as observed by Priori et al. (2008), Mameli et al. (2010) found that anodal tDCS of the DLPFC facilitated lying. Finally, Karton and Bachmann (2011) found that inhibiting the left DLPFC using low frequency rTMS makes people less truthful, whereas inhibiting the right DLPFC makes them more truthful. The small sample size ($n = 8$), and the lack of a baseline assessment are noteworthy shortcomings of this latter study. Taken together, these studies point to a functional role of the DLPFC in deception, yet also underscore that its exact role remains unclear. Interestingly, rTMS studies of deception have received great media attention, headings “Magnets, the ultimate truth serum”, “Scientists can make you lie using magnets,” and “Magnetic pulses to the brain make it impossible to lie.” Our findings together with our review of previous rTMS studies of deception show these headline are misleading. Clearly, we are far from using this technology in applied setting, because we do not know exactly whether and how neuromodulation will affect lying ability. Still, neuromodulation is a powerful and promising technique that may help to reveal the neural underpinnings of deception. We hope that the present report provides an impetus to further investigate the functional necessity of brain regions associated with deception (Christ et al., 2009) using rTMS/tDCS.
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Markers of deception in Italian speech

Katelyn Spence, Gina Villar and Joanne Arciuli*
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Lying is a universal activity and the detection of lying a universal concern. Presently, there is great interest in determining objective measures of deception. The examination of speech, in particular, holds promise in this regard; yet, most of what we know about the relationship between speech and lying is based on the assessment of English speaking participants. Few studies have examined indicators of deception in languages other than English. The world’s languages differ in significant ways, and cross-linguistic studies of deceptive communications are a research imperative. Here we review some of these differences amongst the world’s languages, and provide an overview of a number of recent studies demonstrating that cross-linguistic research is a worthwhile endeavor. In addition, we report the results of an empirical investigation of pitch, response latency, and speech rate as cues to deception in Italian speech. True and false opinions were elicited in an audio-taped interview. A within-subjects analysis revealed no significant difference between the average pitch of the two conditions; however, speech rate was significantly slower, while response latency was longer, during deception compared with truth-telling. We explore the implications of these findings and propose directions for future research, with the aim of expanding the cross-linguistic branch of research on markers of deception.
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INTRODUCTION

Deception can take many forms. Whether it be exaggeration, equivocation, concealment, or an outright lie, deception is a deliberate act that originates with the intent to mislead others (DePaulo et al., 2003). It has been suggested that people lie on average once a day during routine social interactions (DePaulo et al., 1996). Given that we come into contact with lies every day, it is perhaps surprising to discover that many people find it difficult to detect deception. A meta-analysis of 206 studies revealed that humans perform near chance (54%) when making veracity judgments (Bond and DePaulo, 2006). However, most studies involve the elicitation of lies through low-stakes, laboratory-based paradigms and it should be acknowledged that some professional lie-catchers are capable of accuracy rates that are significantly higher than this (Frank and Svetiava, 2012), particularly when they are asked to make veracity judgments in real-life, high-stakes circumstances (Mann et al., 2004). One explanation for poor deception detection performance is that, generally, people hold inaccurate beliefs about what constitutes a reliable indicator of deception (Vrij, 2000). Examination of participants from 75 countries and 43 languages demonstrated that inaccurate beliefs about lie detection are common (Global Deception Research Team, 2006). For example, many people believe that gaze aversion indicates deception (Vrij et al., 2006), a conviction that can compromise lie detection accuracy (Forrest et al., 2004). More recently, it has been suggested that difficulties in lie detection stem from weak associations between cues and deception, rather than people’s reliance on inaccurate beliefs about reliable indicators of deception (Hartwig and Bond, 2011).

Regardless of the underlying cause, the mediocre deception detection rates of the average human observer have impelled the search for objective indicators of lying. Traditionally, objective analyses of lying behavior have been grouped into psychophysiological measures (e.g., heart rate and skin conductivity), “verbal” cues (e.g., the presence of emotive words), and other cues. The latter have sometimes included visual behaviors (e.g., gestures, facial expressions) and what have been referred to as “vocal” or “paraverbal” indices (e.g., pitch and speech rate, see Sporer and Schweidt, 2006, for a review). Here, we have chosen to adopt the term “linguistic” cues, which includes any behavior that is directly associated with oral or written communication. From this perspective, linguistic indicators of lying include the content of both spoken utterances and written communications (e.g., lexical content such as parts-of-speech), along with measures that reflect the way that communication is being delivered (e.g., the analysis of pitch in the case of spoken utterances). A now sizeable body of research has investigated the utility of linguistic cues to deception; however, this research has focused primarily on speakers of English. Lying is a universal activity; hence, it is important to examine linguistic markers of deception beyond English. In the current study, we provide an overview of cross-linguistic research on markers of deception and present empirical data on three potential markers of deception in Italian speech: pitch, response latency, and speech rate.

THEORIES OF DECEPTION

A number of theories have been proposed to explain behavioral differences between deception and truth-telling, including the Four-Factor Model, Interpersonal Deception Theory, the Motivation Impairment Effect, and the Self-Presentational Perspective (for a review, see DePaulo et al., 2003). One of the most influential of these theories is Zuckerman et al.’s (1981a) Four-Factor Model. This model attempts to explain cues to deception in terms of four...
psychological processes that may occur during lying compared to truth-telling, specifically: generalized arousal, in response to increased emotion (fear, guilt, or excitement at deceiving), cognitive load (presumably it requires concerted cognitive effort to fabricate a coherent, plausible, consistent account, and maintain a deception), and attempted control (deliberate self-regulatory strategies to suppress any leakage of cues). Too much control could result in telling behaviors such as a reduction in emotional expressiveness or reduced hand movement. Alternatively, it may be difficult for deceivers to control all communication channels simultaneously. For example, a deceiver may focus primarily on controlling their facial expression but exert less control over other behaviors.

There is some evidence for Zuckerman et al.’s (1981a) Four-Factor Model to suggest that people do experience one or more of these psychological processes more frequently during deceptive than truthful behavior (e.g., Dionisio et al., 2001; Walczyk et al., 2003; Caso et al., 2005; Gombos, 2006). However, which of these processes will dominate under what circumstances, and which cues to deception are indicative of each of these processes is still being debated in the literature (DePaulo et al., 2003; Caso et al., 2005; Gombos, 2006). While there is debate over the extent to which such processes are under the control of the deceiver, there is general agreement that some cues to deception are non-strategic and frequently outside the deceiver’s awareness (DePaulo et al., 2003). It is feasible that some acoustic behaviors, such as pitch and speech rate, might be less vulnerable to behavioral control than other linguistic markers of lying (Villar et al., in press). Vocal pitch, for example, may be more difficult to manipulate when it represents an autonomic response to strong emotion, such as the anxiety an individual may experience while lying (Zuckerman et al., 1981a).

MARKERS OF DECEPTION

The ongoing challenge in lie detection is that there is no single behavior that occurs in all people in every situation and is exclusively related to deceptive behavior (DePaulo et al., 2003). However, some behaviors appear to be more reliable than others. In their meta-analysis, DePaulo and colleagues reviewed 116 studies and coded 158 different cues to deception. These included facial expressions, physical behaviors, and language-related measures (including acoustic measurements). Significant relationships were found between deception and behavioral cues in each of these categories. The results led to the conclusion that lies are “less forthcoming, less compelling, more negative, more tense, and suspiciously bereft of ordinary imperfections and unusual details” (p. 104). Sporer and Schwandt (2006) conducted a meta-analysis of 41 studies that focused on nine cues: speech rate, response latency, message duration, number of words, filled and unfilled pauses, repetitions, speech errors, and pitch. Results indicated that of these cues only pitch ($d = 0.268$) and response latency ($d = 0.177$) were reliably associated with deception, with both showing increases during lying compared to truth-telling.

CROSS-LINGUISTIC RESEARCH

The world’s languages differ in many ways, and it follows that there might be differences in the extent to which the cues which have been previously identified as viable markers of lying in English can be applied across languages. Take the case of grammatical category. A decrease in personal pronoun use has been observed in lying compared to truthful speech for English speaking participants. However, personal pronoun use is overt in English most of the time, so this begs the question: does the deception detection utility of pronoun use extend to null personal pronoun languages, such as Italian and Spanish, where pronoun use is overt only 20–30% of the time (Serratrice, 2005), or to languages such as Japanese which uses considerably fewer pronouns in general than Indo-European languages (Shibatani, 1990)? Likewise, an increase in adjectival and adverb use has been observed in lying compared to truthful speech for English speaking participants (Zhou et al., 2004). Yet, not all languages use the same grammatical categories: for instance, Russian has no phrasal verbs (Mudraya et al., 2008), and Polish has no articles (Wierzbicka, 1985). Silent pause duration is another linguistic variable thought to be an indicator of deception in English (Mann et al., 2002); yet, pause duration differs among languages. For example, native speakers of Russian use longer pauses during informal monologues than do native speakers of English (Razantsyeva, 2009), while the latter demonstrate shorter silent pauses in read speech than do native speakers of Italian (Campione and Véronis, 2002). The extent to which these differing characteristics are culturally derived is open to debate. Nonetheless, such differences underscore the importance of investigating cues to deception in a range of speakers including but not restricted to English speaking participants.

Previous research on linguistic indicators of deception includes a substantial body of work devoted to two language assessment tools, namely, Criteria-Based Content Analysis (CBCA; Steller and Köehnken, 1989) and Reality Monitoring (RM; Johnson and Raye, 1981). These tools have been successfully used with adult speakers of German, Swedish, Dutch, French, Spanish, and English for the identification of true versus fabricated narratives (Ruby and Brigham, 1997; Vrij et al., 2004; Bandón-Gitlin et al., 2009). Another credibility assessment technique, which is partly derived from CBCA and RM, is Assessment Criteria Indicative of Deception (ACID; Colwell et al., 2007). This tool has been applied to the credibility assessment of Arabic speakers; although, the analysis was performed on the English translation of their oral statements, as opposed to assessing the Arabic utterances directly (Colwell et al., manuscript in progress, cited in Suckle-Nelson et al., 2010). When implemented by trained assessors, each of these techniques can discriminate deceptive from truthful narratives at rates that are higher than chance; however they are labour-intensive and dependent upon contextual clues to veracity (Masip et al., 2005; Vrij, 2005). Evaluating the utility of other markers of lying, that can be measured independent of the judgment of a trained observer, is a worthwhile endeavor. To this end, computerized text analysis programs, such as Linguistic Inquiry Word Count (LIWC; Pennebaker et al., 2007) have been applied to the identification of deceptive text and transcribed verbal utterances in languages other than English, including Spanish, Dutch, Italian, and German (e.g., Schellemann-Offermans and Merckelbach, 2010; Fornaciari and Poesio, 2011; Almela et al., 2012; Hauch et al., 2012; Masip et al., 2012; Sporer, 2012).

Some deception studies do not specify the language in which the lies are elicited, and we are left to deduce the target language from the location of the laboratory in which the research
was conducted. Of those that do specify a language other than English, there appear to be few studies which have examined linguistic markers of deception without the input of a trained assessor (e.g., Anolli and Ciceri, 1997; Anolli et al., 2003; Zhou and Sung, 2008; Schellemel-Offermans and Merckelbach, 2010). Some of the variables that were revealed to be viable markers of deception in English have shown mixed results in studies of other languages. For example, Zhou and Sung (2008) examined the computer-mediated communications of Chinese players engaged in a so-called Mafia Game. Results revealed that, consistent with some studies of English speakers, the use of third person pronouns increased during deception. Inconsistent with findings from some studies of English speakers, there were no significant differences between the proportional use of first person pronouns in the deceivers’ versus truth-tellers’ messages; however, one limitation of the study reported by Zhou and Sung (2008) was the use of a between-participants design. In a within-subjects design, Schellemel-Offermans and Merckelbach (2010) examined the presence of self-references in the true compared to the fabricated written stories of Dutch speakers. Among other findings, the results showed no significant differences between the presence of self-references in participants’ true versus deceptive narratives. While there are methodological differences that may account for the dissimilarities between these findings and those of studies with English speakers, it is possible that some cues which have shown promise in English are not as useful in other languages.

Notably, most studies in languages other than English have examined lying in computer-mediated communication (e.g., Zhou and Sung, 2008), through the written modality (e.g., Schellemel-Offermans and Merckelbach, 2010) or via language analysis of transcribed speech (e.g., CBCA, RM, and ACID). Only a handful of studies (e.g., Anolli and Ciceri, 1997; Anolli et al., 2003) have examined the cross-linguistic utility of acoustically quantifiable markers of deceptive speech. Pitch, response latency, and speech rate are three such variables which have received some attention in studies of English and non-English speaking participants.

**Pitch**

Pitch refers to our perceptions of how “low” or “high” a voice sounds. The acoustic correlate of pitch is fundamental frequency ($F_0$), which is a measure of the frequency of vibrations of the vocal tract during speech production. Automated acoustic analysis programs, such as Praat (Boersma and Weenink, 2011), can be used to measure $F_0$. Adult males produce an average $F_0$ between 100 and 150 Hz, while adult females’ $F_0$ tends to be higher with an average between 175 and 250 Hz (Baken and Orlikoff, 2000). The effects of pitch have been noted in situations that vary in terms of emotional involvement. For example, pitch has been shown to increase in situations that evoke strong emotions such as viewing pictures of burn victims (Ekman et al., 1991), and discussing personal beliefs and future plans (Streeter et al., 1977).

While some studies have reported no pitch differences between liars and truth-tellers (Buller and Aune, 1987; Bond et al., 1990; Vrij and Winkel, 1991; Fiedler and Walka, 1993), the findings of two seminal meta-analyses provide support for an overall increase in average pitch across multi-word deceptive compared to truthful utterances (DePaulo et al., 2003; Sporer and Schwandt, 2006). In addition to studies of average pitch, the deception literature contains examinations of pitch variability (measured as standard deviation of $F_0$). Various studies have found that there is a significantly greater variation in pitch during deceptive speech compared to truthful speech.

An increase in average pitch, and pitch variability during lying, might be due to an increase in arousal during lying that leads to physiological responses in the body that are difficult to control (Zuckerman et al., 1981a; Sporer and Schwandt, 2006). Heightened emotion, such as the anxiety that is commonly experienced during deception, is thought to intensify tension in the vocal tract, which is responsible for the increase in pitch that accompanies lying. Of relevance to the current study, increases in average pitch and pitch variability have been observed during lying compared to truth-telling in the speech of 31 male Italian undergraduate students (Anolli and Ciceri, 1997). An examination of pitch in deceptive Italian speech, using a sample that includes female participants and older participants (as opposed to a sample comprised entirely of college students), is required.

**Response latency**

Response latency is the amount of time taken to respond to a question or statement. Several studies have used this definition to measure response latency in relation to deception (e.g., Rockwell et al., 1997b; Feeley and deTurck, 1998; Vrij et al., 2000). Some have reported no difference (Buller et al., 1989) or a decrease (O’Hair et al., 1981; Dulaney, 1982) in response latency in deceptive compared with truthful speech. It has been suggested that decreases in response latency during lying might be a result of the speakers’ beliefs that faster responses are associated with a more credible impression (Dulany, 1982; Buller et al., 1989).

As revealed by the results of Sporer and Schwandt’s (2006) meta-analysis, other studies have found that response latency increases during deception compared to truth-telling (e.g., Harrison et al., 1978; deTurck and Miller, 1985; Feeley and deTurck, 1998; Vrij et al., 2000). An increase in response latency has been attributed to the increased cognitive load experienced by a deceiver (Vrij et al., 2000; Sporer and Schwandt, 2006). At the time of writing, we are unaware of any studies which have examined response latency in the speech of Italian speakers during lying compared to truth-telling.

**Speech rate**

Speech rate refers to the speed with which someone speaks, and can be measured in a variety of ways. Measures of the number of words and syllables, divided by the acoustic length of the utterance (in seconds) are the most common in the deception literature (DePaulo et al., 1982; Riggio and Friedman, 1983; Buller and Aune, 1992; Rockwell et al., 1997a; Feeley and deTurck, 1998; Vrij et al., 2000). Significant variations in speech rate between speakers within the same language have been reported (Ramus, 2002); therefore, it is difficult to refer to an average speech rate for adult speakers. However, the average articulation rate of spontaneous Italian speech has been estimated at 4.9 syllables and 3.4 words per second (Caldognetto et al., 1997). Cross-linguistic investigations have found that speech rate can also vary between languages.
For example, German speakers articulate significantly faster than Italian speakers (Russo and Barry, 2008).

The relationship between speech rate and deception is equivocal in the deception literature. In several studies, significant decreases in speech rate during deceptive versus truthful utterances have been observed (Fiedler and Walka, 1993; Ebesu and Miller, 1994; Rockwell et al., 1997b; Vrij et al., 2000; Vrij and Mann, 2001; Vrij et al., 2008), while non-significant decreases have been observed in some (Mehrabian, 1971; Hocking and Leathers, 1980; Feeley and deTurck, 1998), including one study of 31 male Italian speakers (Anolli and Ciceri, 1997). Decreases in speech rate during lying have been attributed to the increase in cognitive load that is thought to accompany lying (Vrij et al., 2008). Significant increases in speech rate during deception have been observed in other studies (Mehrabian, 1971; Klaver et al., 2007). It is possible that methodological differences, particularly in the extent to which participants are cognitively challenged by the experimental task, might account for the different outcomes that have been observed across studies. For example, when given little time for planning, liars speak more slowly than truth-tellers; however, the opposite has been observed when liars are given opportunities to prepare their lie (Sporser and Schwandt, 2006). Participants in the current study were given no preparation time prior to the elicitation of their deceptive response, in order to increase the cognitive challenges of the task.

THE CURRENT STUDY
In summary, deceivers are prone to experiencing (consciously or otherwise) heightened emotion, increased cognitive effort, and attempts at behaviour control (DePaulo et al., 2003; Vrij, 2008). Deceivers may experience the same psychological processes regardless of their background; however, these processes may have different behavioral manifestations depending upon linguistic and/or cultural context. Previous research has investigated the utility of a number of cues to deception. Of these potential deception markers, pitch, response latency, and speech rate were selected for the current study.

In line with previous research conducted with English speakers, and one study of male Italian speakers (Anolli and Ciceri, 1997), it was hypothesized that pitch would be higher in the deceptive speech compared to the truthful speech of Italian speakers. Additionally, it was hypothesized that response latency would be longer in deceptive speech. Due to inconsistencies in the findings of previous studies, the direction and significance of differences in speech rate during deception versus truth-telling was an open empirical question. In light of individual variability amongst participants in terms of their personal speaking style, including differences in pitch, response latency, and speech rate, we employed a within-participants design.

MATERIALS AND METHODS

PARTICIPANTS
Nineteen native speakers of Italian (12 females and 7 males) with a mean age of 56.1 years (SE = 3.36) participated in this study. They were recruited in Sydney, Australia, through a variety of methods including word of mouth, advertisements in a local Italian newspaper, and flyers distributed at Italian community organizations. All participants were born and educated in Italy.

PROCEDURE
Recruitment materials described the study as an investigation of communication skills relating to social issues, in order to avoid attracting participants who considered themselves to be particularly good liars, or those who considered themselves to be poor liars and were hoping to improve their abilities. The same researcher, who was a native speaker of Italian, conducted all of the individual testing sessions in Italian, which took approximately 30 minutes each. All materials and consent forms were provided in Italian.

We employed the well-established false opinion paradigm based on the procedure described by Frank and Ekman (2004) which has been used in a variety of laboratory-based studies of deception (Newman et al., 2003; Arciuli et al., 2010; Villar et al., in press). Participants completed a questionnaire to determine their opinions on various social issues. These social issues are listed in Table 1.

Participants were asked to rate the extent to which they agreed or disagreed with each social issue (“1” = completely disagree, “7” = completely agree) as well as the strength of their feelings about the issue (“1” = No feelings, “7” = Very strong feelings). Two issues were then selected for each participant, one about which they would lie, and one about which they would tell the truth. Topics where participants reported strong opinions and strong feelings were chosen. The mean absolute difference of opinion ratings from the midpoint of 4 (i.e., mean strength of agreement or disagreement measured as the distance of the value zero: 1 and 7 become 3, 2 and 6 become 2, and 3 and 5 become 1) were 2.84 (SE = 0.12) for the truthful target topics and 2.74 (SE = 0.15) for the untruthful target topics. One-sample t-tests revealed significant differences between zero and the mean absolute difference of opinion ratings for the strength of agreement with the truthful topics \( t(18) = 24.705, p < 0.0001 \) and the untruthful topics \( t(18) = 18.258, p = 0.0001 \). A paired samples t-test revealed no significant difference between these mean of 2.84 and 2.74 \( t(18) = 0.622, p = 0.342 \). The mean absolute difference

Table 1 | Topics addressed in social issues questionnaire (translated into English here).

<table>
<thead>
<tr>
<th>Topic</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smoking in public</td>
<td>Should smoking be banned in all enclosed public spaces?</td>
</tr>
<tr>
<td>Capital punishment</td>
<td>Should the death penalty be reintroduced in Italy/Australia?</td>
</tr>
<tr>
<td>Legalization of marijuana</td>
<td>Should marijuana be legalized for public use?</td>
</tr>
<tr>
<td>Legalization of abortion</td>
<td>Should abortion be legal in Australia/Italy?</td>
</tr>
<tr>
<td>Same-sex marriage</td>
<td>Should same-sex couples be allowed to marry?</td>
</tr>
<tr>
<td>Sex offender registry</td>
<td>Should the identity and location of sex-offenders be made public on the internet?</td>
</tr>
<tr>
<td>Church versus state</td>
<td>Should the church be allowed to intervene in political decisions?</td>
</tr>
<tr>
<td>Blood alcohol limit</td>
<td>Should the legal blood alcohol limit for driving be lowered from 0.05 to 0.02?</td>
</tr>
</tbody>
</table>
of feelings ratings from the midpoint were 2.63 (SE = 0.18) for the truthful target topics and 2.26 (SE = 0.25) for the untruthful target topics. One-sample t-tests revealed significant differences between zero and the mean absolute difference of ratings of the strength of participants’ feelings toward the truthful topics \[ t(18) = 15.076, p < 0.0001 \] and the untruthful topics \[ t(18) = 8.988, p < 0.0001 \]. A paired samples t-test revealed no significant difference between these mean of 2.63 and 2.26 \[ t(18) = 1.235, p = 0.233 \]. Hence, participants’ opinions and feelings were (i) sufficiently strong and (ii) equivalent across true and false topics.

Participants were randomly assigned to lie about one of the designated issues and tell the truth about the other. The order of topics was counterbalanced such that half the participants started the interview with a lie and half with the truth. To determine the effect of topic on each of the target variables, one-way ANOVA were conducted. Results revealed that there was no significant effect of topic on pitch \( F(7, 11) = 1.947, p = 0.155 \), response latency \( F(7, 11) = 0.857, p = 0.566 \), or speech rate \( F(7, 11) = 2.362, p = 0.098 \).

Participants were instructed to provide an honest account of their true opinion of the topic designated for the truthful condition, along with a false representation of their true opinion for the topic designated for the deceptive condition. Participants were told that the interviewer would not know whether they were lying or telling the truth and that they should aim to convince him of their credibility in each of the interviews. Participants were not given any planning time during which to prepare their false or true opinion. The topic was read aloud to the participant who was then asked to state whether they agreed or disagreed and explain why. This was then followed up with a question enquiring whether they were telling the truth. At the conclusion of the interview participants were debriefed and thanked for their cooperation. Interviews were recorded using a Sony Digital Voice Recorder, which has a recording rate of 178.14 Hz (SE = 6.24) during their truthful utterances and 180.21 Hz (SE = 6.50) during their deceptive utterances. The average pitch of participants in the deceptive condition was 173.70 Hz (SE = 7.87) during their truthful utterances and 127.76 Hz (SE = 8.04) during their deceptive utterances. As expected, an analysis of gender effects on pitch production, a 2 (veracity: lying versus truth-telling) × 2 (gender: male versus female) mixed ANOVA revealed a significant main effect of gender \( F(1, 17) = 24.632, p < 0.0001 \) and the effect size was small \( \eta^2 = 0.592 \). However, there was no significant main effect of veracity \( F(1, 17) = 0.037, p = 0.850, \) partial \( \eta^2 = 0.002 \) and no interaction between gender and veracity \( F(1, 15) = 1.147, p = 0.299, \) partial \( \eta^2 = 0.063 \).

Further analyses were performed to determine variability in pitch (measured as the standard deviation of \( F_0 \), in Hz) in each condition. A paired samples t-test revealed no significant difference between pitch variability in the true \( M = 56.12, \) SE = 5.67) compared to the lying \( M = 57.60, \) SE = 5.91) condition \[ t(18) = 0.344, p = 0.735, \) two-tailed, \( d = 0.06 \]. Using a median split analysis, the variable of average \( F_0 \) was dichotomized into groups (variability: low/high) for each condition (truthful/deceptive). An independent samples t-test revealed no significant difference between the average \( F_0 \) of the truthful \[ M = 163.30, \) SE = 7.30) compared to the deceptive \( M = 173.70, \) SE = 6.30) conditions for the low variability group \[ t(17) = 1.066, p = 0.301, \) two-tailed, \( d = 0.49 \]. Similarly, for the high variability group, there were...

### RESULTS

#### WORD COUNT

The average number of words produced in the deceptive speech condition was 189.63 (SE = 17.21), while the average number of words in the truthful speech condition was 218.84 (SE = 20.27). A paired samples t-test showed no significant difference between these means \[ t(18) = 1.162, p = 0.260, \) two-tailed].

#### ACOUSTIC DURATION

The average acoustic duration of the responses in the deceptive speech condition was 100.20 s (SE = 9.46). The average duration of the responses in the truthful speech condition was 104.03 s (SE = 9.70). A paired samples t-test revealed no significant differences between these means \[ t(18) = 0.322, p = 0.751, \) two-tailed].

In order to assess the reliability of the measure of duration of utterance, a second rater measured this variable for just over 50% of the 38 observations \( n = 20 \). The inter-rater reliability coefficient was significant \( r = 0.927, p < 0.001 \), indicating a high consistency between the measurements of acoustic duration that were recorded by the two raters.

#### PITCH

The average pitch of participants in the deceptive condition was 160.88 Hz (SE = 7.73). The average pitch in the truthful condition was very similar at 160.67 Hz (SE = 7.19). A paired samples t-test revealed no significant difference between the average pitch across conditions \[ t(18) = 0.093, p = 0.927, \) two-tailed] and the effect size was small \( d = 0.006 \). In view of the differences in pitch between male and female speakers, additional analyses were performed. The average pitch of female speakers was 178.14 Hz (SE = 6.24) during their truthful utterances and 180.21 Hz (SE = 6.50) during their deceptive utterances. The average pitch of male speakers was 130.74 Hz (SE = 7.87) during their truthful utterances and 127.76 Hz (SE = 8.04) during their deceptive utterances. As expected, an analysis of gender effects on pitch production, a 2 (veracity: lying versus truth-telling) × 2 (gender: male versus female) mixed ANOVA revealed a significant main effect of gender \( F(1, 17) = 24.632, p < 0.0001 \) and the effect size was small \( \eta^2 = 0.592 \). However, there was no significant main effect of veracity \( F(1, 17) = 0.037, p = 0.850, \) partial \( \eta^2 = 0.002 \) and no interaction between gender and veracity \( F(1, 15) = 1.147, p = 0.299, \) partial \( \eta^2 = 0.063 \).
no significant differences between the average $F_0$ of the truthful ($M = 157.75, SE = 12.30$) and the deceptive ($M = 149.35, SE = 14.93$) conditions $[t(17) = 0.454, p = 0.655, \text{two-tailed}].$ The effect size was small ($d = 0.20$).

**RESPONSE LATENCY**

A Kolmogorov–Smirnov test of the entire data-set revealed that the distribution of scores for response latency in the truthful speech condition, $D(19) = 0.350, p < 0.001,$ and the deceptive speech condition, $D(19) = 0.378, p < 0.001,$ were both significantly non-normal. Consequently, the data were analyzed using a non-parametric alternative to a paired samples $t$-test: the Wilcoxon signed-rank test. Results showed that response latency (in ms) was longer in the deceptive speech condition ($Mdn = 1200.77$) than in the truthful speech condition ($Mdn = 775.26$). This difference was significant, $T = 9.50, p = 0.02,$ and the effect size was large ($r = -0.51$).

A second rater measured response latency in just over 50% of the 38 observations ($n = 20$). The inter-rater reliability coefficient was significant ($r = 0.998, p < 0.001$), indicating a high consistency between the measurements of response latency that were recorded by the two raters.

**SPEECH RATE**

The average speech rate (in words per second) was slower in the deceptive speech condition ($M = 1.95, SE = 0.08$) compared to the truthful speech condition ($M = 2.10, SE = 0.07$). A paired samples $t$-test revealed a significant difference between the means $[t(18) = 2.454, p = 0.025, \text{two-tailed}].$ The effect size was medium ($d = 0.447$).

**DISCUSSION**

Here we examined whether pitch, response latency, and speech rate are helpful in distinguishing between deceptive and truthful communications in Italian. Our hypothesis that pitch would be higher in the deceptive speech condition was not supported. As hypothesized, we found that response latency was significantly longer in the deceptive speech condition compared to the truthful speech condition. It was an open empirical question as to whether participants’ speech rate would differ during lying compared to truth-telling. The data revealed a significant difference between the average speech rate for the two conditions: speech rate was significantly slower in the deceptive versus the truthful speech condition. The lies in the present study were, on average, of a relatively short duration (around 100 s); yet, they were of a sufficient length to enable the detection of significant changes in response latency and speech rate during lying compared to truth-telling.

**PITCH**

It has been documented that increased pitch is one of the cues that people associate with deceptive speech (Zuckerman et al., 1981b; Vrij and Semin, 1996; Anderson et al., 1999; Lakhani and Taylor, 2003; Colwell et al., 2006). Speakers sometimes employ counter-measures to appear more believable when they lie (Sip et al., 2008). Consequently, it is possible that some of the subjects in our study strategically managed their vocal pitch in an attempt to appear more credible. However, a recent study found that those individuals who believed that pitch increases during deception, demonstrated a significantly higher pitch during their own deceptive utterances (Villar et al., in press). Thus, it is unlikely that attempts at behavioral control can explain the findings in the current study.

The pitch values we observed are in line with previous reports of pitch in adult females and males (Villar et al., in press). Additional analyses were conducted in order to determine whether differences in pitch across females and males may have influenced the mean pitch results. There was no main effect for veracity, nor a significant interaction between gender and veracity. Therefore, it is unlikely that gender had a systematic impact on our mean pitch results.

In addition to measuring mean pitch, variability in pitch is another frequently used measure in voice research (Neil et al., 2003). Deception research, also, has looked at the effects of lying on pitch variation and found greater pitch variation in deceptive speech compared to truthful speech (Anolli and Ciceri, 1997; Rockwell et al., 1997a). Our analyses indicated no significant difference in pitch variability across the truthful versus deceptive conditions, nor was there a significant difference in the average $F_0$ between the truthful and deceptive conditions for either the high variability group or the low variability group. Thus, regardless of whether a speaker’s pitch variability was high or low there was no difference in the average vocal pitch of their truthful compared to their deceptive speech.

Sporer and Schwandt’s (2006) meta-analysis found that pitch was significantly higher during lying when participants lied about “facts and feelings,” as opposed to “facts only.” The explanation offered for this finding is that, in the absence of increased emotional arousal, pitch remains the same during lying compared to truth-telling. It is possible that we did not observe the expected increases in pitch during lying because of the paradigm we used to elicit the lies. Perhaps, despite our attempts to elicit topics about which participants felt strongly (see Materials and Methods), the topics were not sufficiently arousing to be accompanied by pitch changes. However, this explanation seems problematic given that our paradigm was successful in eliciting differences in response latency and response rate in lying versus truthful Italian speech.

While all the participants in our study were native speakers of Italian who were born and educated in Italy, they were also speakers of English who were visiting or residing in Australia. It is possible that the bilingual status of the participants influenced their speech. However, we think it unlikely that bilingual status would have a systematic impact upon truth-telling and lies such that exposure to English as a second language would result in a lack of pitch differences in native Italian speech. The speech of bilinguals has been shown to incorporate phonological and prosodic features from both languages (Jusczyk, 1997). Thus, having English as a second language might increase the likelihood that Italian speakers would speak in a higher pitch during lying compared to truth-telling, in the same way that English speakers appear to. However, this was not the case in the current study. Anolli and Ciceri (1997) reported significant differences in the mean, range, and variability in pitch of the deceptive versus truthful utterances of their male Italian participants. Their participants were younger than ours ($M = 24.4$ years versus $M = 56.1$ years). Perhaps there...
are age-related differences in pitch during lying compared to truth-telling that could account for the differences between our findings and those of Anolli and Ciceri.

Lastly, it is feasible that there are differences between languages in the efficacy of pitch as an indicator of deception, which are culturally, as opposed to linguistically determined. For example, Van Bezooijen (1995) showed that Japanese women produce a higher pitch on average than Dutch women, and suggested that these differences reflect the characteristics that are perceived to be desirable in women in each culture (i.e., a preference for high pitch in Japanese women, and low to medium pitch in women from the Netherlands). Future studies might consider the socio-cultural factors that could influence the viability of pitch as a marker of deception in languages other than English.

Further research is required in order to explore these possibilities.

**RESPONSE LATENCY**

The response latency results are in line with the findings of Sporer and Schwandt’s (2006) meta-analysis. Of note, we observed a large effect size concerning response latency. As explained by the four-factor theory (Zuckerman et al., 1981a), a longer response latency during deception may be due to the increased cognitive load associated with lying which can lead to "leakage" of certain behaviors (Vrij et al., 2000; Sporer and Schwandt, 2006). Sporer and Schwandt (2006) proposed that the increased cognitive load experienced during deception is due to increased demands on working memory. In other words, when a pre-existing schema or script is not available, which is often the case during lying, the formulation of novel ideas is required. This increases the load on working memory, leaving less capacity available for speech production, which can lead to increased latencies. Short planning times for lie formulation have been associated with longer latencies (Sporer and Schwandt, 2007), and it is possible that the low levels of preparation time in the current study contributed to the efficacy of this variable.

**SPEECH RATE**

Previous studies of speech rate during lying compared to truth-telling have produced conflicting results. Our findings are consistent with those studies which have found that speech rate is significantly slower during lying compared to truth-telling (Fiedler and Walka, 1993; Ebesu and Miller, 1994; Rockwell et al., 1997b; Vrij et al., 2000; Vrij and Mann, 2001; Vrij et al., 2008). Once again, the increases in cognitive load that are thought to accompany lying might reduce the cognitive capacity available for other activities, such as speech production (Sporer and Schwandt, 2006). One consequence of this might be the slower speech that we have observed here during lying. Notably, our findings are in the same direction as those of Anolli and Ciceri (1997) who found a decrease (albeit a non-significant one) in speech rate during lying compared to truth-telling for their 31 male Italian speakers. It is worth noting the different methodologies that were utilized: Anolli and Ciceri’s participants described a black and white picture, while participants in the current study described opinions of social topics. It could be argued that the latter involves a more emotive and cognitively demanding task (but that explanation becomes a little problematic when interpreting discrepant results between the two studies concerning pitch).

Future studies might consider the cross-linguistic utility of speech rate as a marker of lying in languages other than English and Italian. It may be that measures of words per second are not appropriate for all languages. For instance, in languages such as Japanese and Filippino, where the morphology is highly agglutinative, a more appropriate measure of speech rate might be the number of morphemes per second.

**CONCLUSION**

This research investigated the effects of veracity on pitch, speech rate, and response latency in the speech of native speakers of Italian. Each of these variables has been linked to deception in the speech of native speakers of English. Our findings revealed that response latency and speech rate are associated with deception in the speech of native speakers of Italian in the same way that they are for English speakers. No relationship was found between pitch and lying in the present study. Additional studies are required to determine whether pitch is a reliable marker of lying in languages other than English. Further investigations of the extent to which differences in deceptive communications across languages are linguistically, as opposed to culturally derived, are also required. In our view, a systematic analysis of the utility of a range of linguistic variables in cross-linguistic and cross-cultural contexts would be invaluable for deception research. Another very interesting avenue for research is the comparison of linguistic cues to deception in monolingual and bilingual speakers (including comparison of simultaneous bilinguals versus those that acquired a second language after acquiring their first). It would also be valuable to assess lying versus truth across multiple languages in a within-subjects design to see if cues to deception are used by the same multilingual speakers regardless of the language they are speaking. We hope that the current study encourages expansion of this line of deception research. It remains to be seen whether a unique pattern of cues to deception will emerge for each language or whether we will discover that there are some markers of lying that are common across languages.
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Both the science and the everyday practice of detecting a lie rest on the same assumption: hidden cognitive states that the liar would like to remain hidden nevertheless influence observable behavior. This assumption has good evidence. The insights of professional interrogators, anecdotal evidence, and body language textbooks have all built up a sizeable catalog of non-verbal cues that have been claimed to distinguish deceptive and truthful behavior. Typically, these cues are discrete, individual behaviors—a hand touching a mouth, the rise of a brow—that distinguish lies from truths solely in terms of their frequency or duration. Research to date has failed to establish any of these non-verbal cues as a reliable marker of deception. Here we argue that perhaps this is because simple tallies of behavior can miss out on the rich but subtle organization of behavior as it unfolds over time. Research in cognitive science from a dynamical systems perspective has shown that behavior is structured across multiple timescales, with more or less regularity and structure. Using tools that are sensitive to these dynamics, we analyzed body motion data from an experiment that put participants in a realistic situation of choosing, or not, to lie to an experimenter. Our analyses indicate that when being deceptive, continuous fluctuations of movement in the upper face, and somewhat in the arms, are characterized by dynamical properties of less stability, but greater complexity. For the upper face, these distinctions are present despite no apparent differences in the overall amount of movement between deception and truth. We suggest that these unique dynamical signatures of motion are indicative of both the cognitive demands inherent to deception and the need to respond adaptively in a social context.

Keywords: deception, non-linear measures, Dynamical Systems Theory, embodiment, recurrence quantification analysis, multiscale entropy analysis, body and facial movements, time series analysis

INTRODUCTION

The keystone of “dynamical cognition” is the intimate relationship between mental and motor processes. Rather than the mind being limited to abstract computation, encapsulated from the body and its interactions with the environment, the connections between cognition, action, and perception are tightly intertwined (Port and Van Gelder, 1995; Riley et al., 2012). Consider the interlocked rhythms of speech and gesture, where hand and arm movements are timed to coincide with the articulation of words and phrases during communication. The exact timings suggest that information carried in gesture subserves the transmission of meaning, with both arising from the same underlying cognitive processes (McNeill, 1996). Such a relationship counters notions that the path between cognition and movement is one of discrete, sequential steps, where instructions to act are handed down from a central executive. Instead, cognition and action formed a coupled system that co-varies in systematic ways.

The connection between thought and action also suggests that hidden cognitive processes can be revealed in the dynamics of movement, such as those that occur during deception. Indeed, deception likely elicits unique cognitive demands that vary markedly from truthful communication (Vrij et al., 2010). By definition, deception requires mental partitioning of what is and what is not the case, and an intentional effort to convince listeners of the latter. In addition, it often occurs face-to-face, where a large array of motor cues are available, from movements of the hands and eyes, to facial movements and changes in articulatory patterns. Given this mind–body relationship, the possible consequences on deceptive behavior have not gone unstudied. However, overwhelming focus has been placed on discrete individual behaviors that can be noted and counted by human observers (e.g., see Vrij et al., 1996; Hill and Craig, 2002). In doing so, the dynamics of how movements are patterned across time have not been examined, and may in part explain why detection reliability in existing studies remains quite low (Bond and DePaulo, 2006).

Here, we take a different tack by examining the moment-by-moment temporal dependencies that reside in patterns of motion. At this more granular level, we are able to provide a dynamical systems account of deceivers’ continuous movements in naturalistic contexts. By examining how fluctuations of movement are structured in time, new insights can be had about the manner in which mental dynamics are expressed in bodily dynamics. These insights are particularly relevant for evaluating existing studies based on an implicit assumption that deception negatively interferes with normal processes of communication. Such an assumption leads to explanations that are typically couched in terms of greater processing load, whereby attentional resources...
are presumably diverted away from, or overly committed to, the control of action (Ekman and Friesen, 1972; DePaulo, 1992; DePaulo and Friedman, 1998; Vrij et al., 2008). A consequence is that normal behavior is believed to be impaired in some way, often evidenced by decreases in movement frequency and duration (DePaulo et al., 2003; Porter and ten Brinke, 2010; Vrij et al., 2010).

From a dynamical systems perspective, this conclusion is based on a relatively coarse relationship between mind and body. As will be discussed further in the following section (“Complexity in Movement Variability”), increases or decreases in movement can serve only as gross indicators of how the cognitive and motor systems are indeed impaired. Rather, what is most telling are the structural properties of stability and complexity that are derived from the fine-grained changes in movement variability. It is here that the influences of deception might be more directly revealed. We hypothesize that the outcome may not be one of impairment, but instead a reorganization of behavior over time that is better able to flexibly respond to the changing demands in deceptive contexts. Although we provide additional justification for this claim (see section “Adaptive Responding During Deception”), it is important to note that our arguments can only be, at present, speculative. Nonetheless, combining existing cognitive accounts of deception and deception detection with further exploration of dynamics may be a fruitful avenue of investigation. We will argue that dynamics may hold great promise in distinguishing the dynamics of participants in a deception experiment performed by Duran et al. The dynamics of deception and deception detection with further exploration of dynamics may be a fruitful avenue of investigation. We will argue that dynamics may hold great promise in distinguishing deception from truth, as well as in understanding the underlying cognitive processes during deception.

We examine such possibilities by reanalyzing the bodily dynamics of participants in a deception experiment performed by Eapen et al. (2010). They designed two scenarios to elicit deception in participants who believed they were taking part in a study of mathematical ability and balance. Throughout the experiment, 29 points on the body, head, and on the face were rapidly sampled in three-dimensional space every 5 ms.

In the first scenario, participants performed two math tests, and were offered a £5 reward if they performed better on the second test. Crucially, only they knew how well they actually performed on the second test, but since the difficulty was calibrated carefully, we could be confident that they performed worse.

As part of the second scenario, participants witnessed a laptop being accidently dropped by a junior investigator. In fact, the accident was staged and purposefully occurred while the senior researcher was out of the room. Later, the senior researcher returned, found his laptop not working, and asked the participant if anything had happened to it. Part of the participants’ motivation to lie was the demeanor of the experimenters. The senior researcher was brusque and unpleasant throughout, but the junior researcher was very friendly toward the participant and expressed anxiety that she would be found out.

In both scenarios the participant was given the means, motive, and the opportunity to spontaneously lie to the experimenter. About 60% did so in each case. Eapen et al. found that while lying, compared to telling the truth, participants tended to move less.

This conclusion was based on overall movement displacement across all motion points on the body. It echoes previous findings in the literature, albeit with a more refined, automated analysis. Here, we aim to extend these findings in two critical ways. First, by introducing two non-linear measures used in the biological and physical sciences that provide a novel analysis of the motor dynamics of deception. Second, by considering the theoretical implications that such characterizations of behavior have on the responsiveness of the cognitive system during deception. To better serve these goals, we turn next to an area of dynamical systems research that strongly motivates the current approach.

UNRAVELING THE DYNAMICS OF MOVEMENT

COMPLEXITY IN MOVEMENT VARIABILITY

Even with the most basic types of control, the motor system faces the problem of how to constrain multiple and redundant bodily degrees of freedom in producing coherent, functional behaviors (Bernstein, 1967; Dickinson et al., 2000; Turvey, 2007). Given the countless physiological, contextual, and environmental interactions that are undoubtedly at play, assemblies of behavior cannot be captured by simple linear measures of more or less movement (Newell, 1998; Harbourne and Stergiou, 2009; Riley et al., 2012). Rather, the interactions are expressed as a process of self-organization, whereby the coordination of the musculoskeletal and nervous systems, coupled with ever-changing environmental demands, lead behavioral repertoires into stable response modes. To be maximally adaptive, movements should not stay fixed in any one mode, but must be able to rapidly transition to new stable modes of organization (Kelso, 1995; Port and Van Gelder, 1995; Riley and Turvey, 2002; Van Orden et al., 2003; Halley and Winkler, 2008). These transitions are the hallmark of complexity, expressed as short- and long-term dependencies in movement stability and instability.

The complexity exhibited in motor control also sheds new light on the influences of cognitive demand during processing tasks, an issue that is pertinent to deception. Despite the paucity of examples that can be drawn from the deception literature, this is offset by the extensive research involving the self-organization of postural control under dual-task conditions. The dual-task context is similar in form to deception, where one is trying to balance both what is true and what is a lie. In these postural dual-task designs, intentions and cognitive demands act to shape behavior in meaningful, albeit subtle ways. In a typical set-up, participants attempt to maintain an upright stance while performing cognitive tasks presented visually or auditorily, and that can vary in attentional and processing demands. The resulting outcomes suggest that there is no one-to-one correspondence between the cognitive constraints and how movements are expressed, such as saying that increased task difficulty leads to degraded movements (Riley et al., 2005; Fraizer and Mitra, 2008). Even when attentional resources are heavily drawn upon, the behavioral system does not necessarily break down, as would be the case if cognitive and motor processes were separate components competing for a limited pool of resources (e.g., as proposed in limited capacity theories, see Woollacott and Shumway-Cook, 2002; Schmidt, 2003; Schmidt and Lee, 2005, for review). Rather, because these cognitive and motor processes are tightly coupled, new solutions

---

1This study was originally published as a proceeding article for the Cognitive Science Society. Face data results were not included in the original report.
as to how to optimally redistribute resources are more quickly realized and expressed. Put simply, the cognitive system is not just breaking down or being overwhelmed, but is reorganizing dynamically in response to a new situation. How this might be relevant for deception in considered next.

**ADAPTIVE RESPONDING DURING DECEPTION**

Deception makes heavy demands on cognitive resources (see Vrij et al., 2011 for discussion). The truth also seems to be spontaneously activated with a lie, requiring additional effort to overcome (Osman et al., 2009; Duran et al., 2010). It is thought that performing concurrent tasks with deception, such as controlling one’s body movements, will leave fewer resources available for successful deceptive performances (Leal et al., 2008). With less to work with, the movements of deceivers will become impaired in some way, whether it is an overall decrease in animation or overly controlled movements that appear rigid and unnatural (Zuckerman et al., 1981; Vrij et al., 1996; DePaulo and Friedman, 1998). However, from a dynamical systems perspective, this impairment interpretation does not necessarily reflect how the cognitive and motor systems are actually operating. Instead, the contextually and socially rich environment in which deception occurs provides a myriad of constraints that allow for the adaptive and functional reorganization of movement.

This view is inspired by Interpersonal Deception Theory (IDT), in which emphasis is placed on deceivers’ ability to adapt within real-time interaction (Buller and Burgoon, 1996; Burgoon, 2005; Burgoon and Qin, 2006). Here, intentional and motivational factors allow deceivers to better regulate their behavior, doing so in a way that is highly responsive to their communication partner. According to this account, and the account considered here, deceptive displays of movement may not be driven by limited cognitive resources per se (i.e., impairment), but by the larger context. There is an important caveat however, in that IDT claims that resulting movements are largely under strategic control. We remain agnostic on this conclusion. Rather, our focus is on the reorganization of underlying “micro-behaviors” that are not intentionally controlled, and that may suggest a more subtle level of adaptivity. These movements are a non-conscious consequence of being on the ready in a situation that requires quick thinking and responsiveness in averting suspicion or detection. Finding greater complexity in the deceptive movements would support such a claim. Of course, if deceptive behavior has less complexity than honest behavior, doubt would be cast on our hypothesis and support would be lent to the impairment position. By adopting a dynamical systems approach, we can test these predictions.

We employed two measures used in the motor control literature, as well as the cognitive sciences more broadly. These two measures, recurrence quantification analysis (RQA) and multi-scale entropy analysis (MSE), provide complementary insights into the structure (as opposed to the amount) of variability exhibited in motor behavior. They do so by quantifying patterns of stability and complexity of body movement, expressed as time series of marker positions in a motion capture system. In the sections that follow, we first turn to a more detailed, albeit introductory, tutorial of the conceptual and technical underpinnings of RQA and MSE (section “Quantifying the Structure in Time”). In the section “Extending an Analysis of Spontaneous Deception,” we outline the methodology from Eapen et al. (2010), and detail our analytical approach for reinterpreting the collected data, targeting the undifferentiated movements of the arms, head, and upper face. To draw distinctions between deceptive and truthful behavior, we then contrast a displacement measure of movement (a traditional summary approach) with the RQA and MSE results (section “Results and Interpretation”). Finally, we return to the theoretical and diagnostic potential of the current research in the discussion (section “Discussion”).

**QUANTIFYING THE STRUCTURE IN TIME**

Human cognition is driven by many factors, all of which must work together in a coherent, integrated fashion. This multiscale characteristic is a hallmark of a complex, dynamical system. In such systems, subtle fluctuations of behavior may reveal transitions between stable behaviors, strategies, or states. If a system transitions frequently, this may reflect the buildup and breakdown of constraints over system elements as new potentials for movement are formed. Sticking to a single strategy will work against an individual when vigilance is required. These frequent transitions between strategies or states, then, maximize the potential for adaptive responding. To capture this underlying stability and complexity, a number of non-linear measures have been developed to quantify these properties (Seely and Macklem, 2004; Dale et al., 2011).

The first of the two measures employed here, RQA, makes use of a method called “phase-space reconstruction” to capture geometric properties of how a system evolves in time (Eckmann et al., 1987; Webber and Zbilut, 1994; Marwan et al., 2007). As will be explained below, a measure of stability can be derived based on how often a system revisits various regions within its phase space. In essence, more visits to the same region of phase space represents greater stability. The second measure, MSE, provides an assessment of system complexity as variation in sequences of observations in a time series, measured across different temporal window sizes (Costa et al., 2005; Gao et al., 2007). Rather than phase-space reconstruction, this measure is based on sample entropy, which is computed over coarse-grained versions of the original series. The result offers insights into meaningful complexity, where less complexity is a system with too few or excessive transitions across stable states, and is either locked into a limited number of behavioral repertoires, or devolves into stochastic noise. An example of a system with less complexity can be seen in the movements of young children who are first learning to walk (Newell, 1998). Their movements are often rigidly fixed or seemingly random, both conditions that suggest a lack of motor control in adapting to changing situational demands. Taken together, RQA and MSE may serve as powerful new tools for assessing non-linear changes in movement. In the next section, we flesh out the details of these methods in simple, qualitative terms.

2For a more technical treatment of each approach, we recommend Riley and Van Orden (2005), Dale et al. (2011), and Marwan et al. (2007) for RQA, and Costa et al. (2005) for MSE.
**RECURRENCE QUANTIFICATION ANALYSIS**

As already touched upon, the idea of phase space is critical to RQA. It is worth carefully explaining the concept of a “phase space,” and how it is reconstructed from a time series. A phase space is defined by the variables (i.e., dimensions) that govern a dynamical system. For example, velocity and angle of the arms are necessary variables in explaining movement coordination, just as temperature and pressure are necessary variables for defining a thermodynamic system. Because these variables are time varying and directional, temporal succession over them produces a “behavioral trajectory” in a system’s phase space. By examining the shape of the trajectory, it is possible to identify dynamic stabilities and instabilities as they emerge. One problem with this approach is that many state variables are unknown or cannot be measured. Another problem is the need to perform complex mathematics over a set of differential equations (e.g., integrating velocity vectors associated with state variables). To compensate, a solution is to reconstruct a phase space from time-lagged copies of a single time series of behavioral change. As originally observed by Takens (1981), a single state variable will be tightly coupled with all other state variables and thus is able to “stand in” for those that are unknown (Marwan, 2003; Stephen et al., 2009). Once plotted in high dimensional space, these surrogate variables are able to estimate the topography of system organization. Put simply, by analyzing just one behavioral time series, we can “reconstruct” the phase space.

**Figure 1** provides an illustrative example of phase space reconstruction, as well as how RQA makes use of this space to derive measures that describe a system’s behavior. To begin, in (A), a univariate time series of movement fluctuation, $x_t$, is shifted by any number of time steps (horizontal bars) to produce new time-delayed copies, $x_{t+1}$ and $x_{t+2}$, of the original series. The number of copies (i.e., embedding dimensions) is inferred to be the number of dimensions in which the system is really operating. These are limited to three for current purposes. The resulting vectors are then plotted in temporal order, with the first three time points, enclosed in colored boxes, plotted in (B), and with all hypothetical points plotted in (C). The result is a phase space trajectory that, from visual inspection, tends to pass through regions previously visited at earlier points in time. It is the proximity of these recurrent points that is crucial to RQA. Recurrent points, particularly sequences of recurrent points, indicate that the system is in a preferred region of its state space, i.e., an attractor. In the top inset of (C), the Euclidean distance between two points, say at $t_i = 45$ and $t_j = 85$, fall within a predetermined threshold radius that defines a narrow region of space. When this occurs, it is simply plotted in what is known as a recurrence plot, shown in (D; left panel). Using the same logic, sequences of points that fall within the threshold radius are also captured: bottom inset of (C). Thus, the corresponding diagonal in (D; left panel) can be interpreted as follows: the system at time points; $t_j = 49$, $t_j = 50$, $t_j = 51$, is also where the system was at points; $t_i = 22$, $t_i = 23$, $t_i = 24$; a stable region.

A complete (albeit hypothetical) recurrence plot is shown in (D; right panel). Properties of this plot provide the basis for all RQA measures. Here, we focus on just two: percent recurrence and determinism. The first is simply the percentage of filled points
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given the number of possible points, calculated according to the equation:

\[
RR = \frac{1}{N^2} \sum_{i,j=1}^{N} R_{i,j},
\]

that counts all points between the two time series, \((i,j)\), that fall within a predetermined radius. The latter, determinism, is the percentage of points that fall on diagonal lines, where diagonal lines indicate continuous sequences of repeating movements at different time points. This is computed as a ratio between diagonal sequences and overall recurrence:

\[
DET = \frac{\sum_{l=\min l}^{N} P(l)}{\sum_{i,j=1}^{N} R_{i,j}},
\]

where \(P(l) = \{i; i = 1, \ldots, N\}\) is the frequency distribution of all lengths of diagonal lines. Determinism is thus derived from basic recurrence, and is especially relevant for the current study. Specifically, it provides an intuitive measure of overall movement stability. However, as discussed earlier, determinism does not necessarily have a straightforward correspondence with system complexity. Movements that are highly predictable, occurring at regular, unchanging intervals, will exhibit high determinism, but are not complex. Likewise, movements characterized by random noise will show low determinism, but again are void of meaningful complexity. To identify what is meaningful, a suite of entropy-based measures has been developed that are based on the degree of repetitiveness in a time series. One measure in particular, MSE, provides a powerful technique for assessing complexity over multiple spatiotemporal scales in a single series, a method we turn to next.

MULTISCALE ENTROPY

MSE is a two-step process, with the first step being the computation of sample entropy over a univariate time series. As previously stated, sample entropy is a measure of regularity, and captures, as Richman and Moorman (2000) observe, “the rate generation of new information.” This new information is related to the degree to which sequences of some length \((m)\) in a time series remain similar after the sequence length is extended by an additional time point \((m+1)\). Figure 2, adapted from Costa et al. (2005), is presented to help conceptually ground what is meant by the given definition. A relevant pattern constitutes a short sequence of consecutive points, represented here as sequences of two points. This pattern is tallied as it repeats in the time series. For example, the consecutive values at \(t = 2\) and \(t = 3\) are a candidate pattern of interest (enclosed by box), and can be seen to repeat starting at \(t = 10\) and at \(t = 27\), as they occur within a similar range (or threshold radius; designated by horizontal dashed lines). This brings the total tally count to three. What needs to be determined is whether these two-point sequences can be extended by a similar, consecutive point. Returning to the original pattern in Figure 2, this value corresponds to \(t = 5\) (marked by red arrow), and is only extendable at the \(t = 28\) location (marked by red arrow). It should be noted that RQA also produces an entropy measure based on recurrence plots. This measure is derived from the number of diagonal lines of different lengths, with a greater number indicating greater entropy. However, results can sometimes be difficult to interpret if long diagonal lines are present with many smaller lines. Such a system would be considered highly entropic, yet the presence of long diagonals indicates high stability. The MSE measure allows for a more straightforward interpretation of entropy and complexity. Furthermore, by turning to a measure outside of RQA, we can ensure that the observed patterns are not limited to the RQA-based analysis.

\[\text{FIGURE 2 | Schematic illustration of the procedure for computing sample entropy [adapted from Costa et al. (2005)].}\]
green arrow), resulting in a tally of two three-point sequences. After repeating this process over all possible patterns, the natural log of the ratio between the final two-point and three-point tallies is computed. The result is sample entropy (a conditional probability), where greater values indicate that there are more two-point sequence patterns that cannot be extended by a similar third point; thus, there are a greater number of unique patterns, i.e., more information, greater complexity, and less regularity.

Although not immediately obvious, this measure has a fundamental problem in that higher entropy values also scale with increasing amounts of random noise (Costa et al., 2005). In other words, if there is less repetitiveness in a signal, it may not necessarily be due to complexity. One way to solve this problem is to evaluate how sample entropy changes over various spatiotemporal scales of the time series. Motor behavior is composed of a number of interacting elements that must come together to perform a task. Although these elements are closely bound and depend on each other for expression, each has its own intrinsic frequency that, when combined, produce organized structure across multiple spatiotemporal scales. The reader may ask: “What elements, what scales?” The relevant ones could be the various structures (head, torso, arms, etc.), cognitive processes (e.g., memory, language, etc.), and even finer-grained scales of neural organization. It is obvious that any organized cognitive performance, such as deception, is grounded in such an array of elements and processes. Yet, even without making any commitments about the physical or cognitive constraints on the system, this coherent self-organization is a fundamental characteristic of a dynamical process (Bar-Yam, 2004). Thus, a complex system reveals new information (complexity) across scales of decreasing frequency, whereas a random signal (void of underlying element interactions) will show less and less new information.

To produce a range of scales, the second step of MSE, the original time series is divided into non-overlapping windows of increasing sizes (i.e., coarse-graining). The values in each window are then averaged and replotted as a new point in a reduced series, producing a new time series, calculated by the following equation

\[
y_j^{(c)} = \frac{1}{\tau} \sum_{i=(j-1)\tau+1}^{j\tau} x_i, \quad 1 \leq j \leq N/\tau.\]

Here, the original time series, \(X_1, \ldots, X_N\), is divided into non-overlapping windows of length \(\tau\), with the datapoints in each window averaged to produce \(y_j^{(c)}\). An example of this process is shown in Figure 3 with an original time series of \(x_1, \ldots, x_{12}\) that is reduced by a scale of 2 (\(\tau = 2\)), to \(y_1, \ldots, y_6\), and then by a scale of 3 (\(\tau = 3\)), to \(z_1, \ldots, z_4\). In actual time series, which are comprised of thousands of points, reduction continues to a scale of 9 (\(\tau = 9\)). These resulting scales correspond to signals of lower and lower frequencies. Finally, sample entropy is computed for each new reduced series and plotted with scale increasing along the x-axis (Figure 3B). The resulting curves are then used to compare relative differences between groups, an issue we return to when comparing deceptive and truthful movements in the following section.

**EXTENDING AN ANALYSIS OF SPONTANEOUS DECEPTION**

**OVERVIEW OF EAPE ET AL. (2010)**

To apply these dynamical techniques to deception, data captured during an interaction between a participant and two experimenters are explored here. To ensure recordings were of natural spontaneous behavior, participants were told their behaviors would be captured while they took part in a study supposedly examining the relationship between mathematical ability and

---

6This experiment was conducted under the permission of the UCI Research Ethics Committee.
body sway. In reality, two critical recording periods were captured when the experiment was apparently at an end: one regarding their performance on a math test and the other regarding an accident they witnessed.

An amiable female experimenter welcomed participants. Soon after, a male experimenter entered and acted in a cold and unpleasant manner. The male experimenter placed a laptop on the edge of a table and told the female experimenter, “I’ve got that report of yours on my laptop. Remind me about it at the end.” Participants donned a body motion tracking shirt and hat and were calibrated before being seated at a computer to take part in a math test. The test consisted of two stages of 30 multiplication questions with three multiple choices. Pilot testing indicated people scored ~75% correct.

After the first stage, the male experimenter excused himself while the female experimenter explained what the second stage would entail. She told them what we had found and hoped to continue to find was that standing improves math ability, purposely violating good experimental practice to give the impression that it was normative to perform well on the second stage. In addition, participants were offered £5 if they performed better. They were also told that since they were standing they would be unable to reach the keyboard, so it was also their task to mentally keep track of approximately how many they calculated correctly, but not to voice this. That is, they were encouraged to claim they performed better on the second stage and they were aware there was no way to verify their claim. At this point the female experimenter accidentally knocked the laptop to the floor. She quickly expressed relief saying, “Thank God the cameras were off,” implying that only she and the participant were witnesses to the accident.

The second block was initiated as the male experimenter re-entered the room. The block was designed to become increasingly difficult over time, such that the absolute difference between the three multiple choices was smaller on all trials in comparison to the first stage and that the time to respond was gradually reduced with each successive trial. All participants in a norming test performed worse on the second stage.

After completing the math test, participants were asked a baseline question (“Did you feel the second stage took more or less time to complete?”) and a critical question (“Did you feel you performed better on the first or the second test?”). The responses to these two questions, from the onset of their reply, constitute the neutral and critical recording periods for the math test. Participants who claimed to have performed better were paid the additional £5. Participants were then thanked for taking part and asked to remain in the kit while the male experimenter took a backup of the data onto his laptop. During this time, the neutral (“Did the math experiment run ok?”) and critical laptop-accident questions (“My computer doesn’t seem to be working. Did you see anything happen?”) were posed to the participant and recorded.

**CAPTURING MOVEMENT**

A Vicon Nexus body motion tracker captured three-dimensional movement at 200 Hz by recording near-infrared reflections from 20 plastic markers attached to a tight-fitting shirt and cap. An additional nine markers were attached around the face, on the back of each hand and on the tips of each index finger. Marker positions were captured with an accuracy of 0.1 mm in terms of position in space (Figure 4).

**MOVEMENT DISPLACEMENT**

We focus here on undifferentiated movements of the arms, head, and upper face. These regions have been targeted in deception research as being especially relevant for detection purposes (Ekman and Friesen, 1969, 1972; Vrij et al., 1996, 1997; Hill and Craig, 2002; DePaulo et al., 2003; Jensen et al., 2010; Hurley and Frank, 2011). In the majority of these previous studies, participants are asked to rate the frequency, duration, or functional purpose of the movements, such as whether the movement has communicative intent (e.g., gestures used to emphasize verbal statements) or is unintentional (e.g., a “leakage” cue flashed across the face). In the current work, we avoid the assumptions needed to make these distinctions, evaluating only the rhythmic sequences of movement over time.

As mentioned, the output of the motion tracker system is in three-dimensional coordinate positions across multiple body markers; and as such, we need to convert position to a single-dimensional measure of movement displacement. To begin, we first averaged the three-dimensional coordinate positions of body markers within each region of interest. For the arms, this includes six points distributed across right/left forearms, hands, and wrists; for the head, five points distributed across the top, right/left, and back/front; and for the face, five points distributed across the eyes and nose, thus minimizing influences from speech articulation.

---

A reviewer raised the interesting point that had we used different gender roles, our results would have been quite different, citing Wraga et al. (2006) as support. Although this is an intriguing possibility, our aim was to set up a social situation that draws upon social norms about lying and honesty, and correct behavior between participants and experimenter. The goal was to rely upon these schemas of social interaction to elicit a higher rate of spontaneous deception. Had we used other gender roles in doing so, we might expect the rates of deception to decrease. Nevertheless, we believe that the roles used here adhere to reasonable expectations about social interaction and are optimized for the current research question.
Averaging produces a single vector of coordinate positions for each region. Change in movement displacement was computed over windows of 250 ms, equivalent to 20 time steps (based on a sampling rate of 200 Hz). For arms and head, this was done by averaging the Euclidean distances between contiguous \((x, y, z)\) coordinate positions in the moving window. A sample time series is shown in Figure 5. For the face, a slight modification was made based on the observation that movements of the face will co-vary with movements of the head. To remove this influence, Euclidean distances were computed between each face point and a composite head position, and then averaged in the moving window of 20 time steps.

**PARAMETER SELECTION**

The generated displacement time series were normalized (mean zero and standard deviation of one) and used for the RQA and MSE analyses. It should be noted that although the movements here differ from those typically used in the motor control literature, they are still amenable to non-linear analyses and interpretation. Various types of movements have been assessed using a similar approach; for example, changes in the angular velocity of hand movements (Stephen et al., 2009), and movement displacement in the video recordings of facial/head movements (D’Mello, 2011). The main requirement for these analyses is a movement signal that is thought to be generated by a complex system.
system. However, the parameters for RQA and MSE still need to be uniquely specified for signal source in order to avoid spurious or unaccounted structure.

For RQA, the critical parameters correspond to time delay, embedding dimension, and radius for determining whether two points in phase space are sufficiently close (with radius expressed as a percentage of the standard deviation of a normalized time series). Following Shockley (2005) and Shockley et al. (2003), we selected parameter values by first conducting RQA on four randomly selected time series across multiple embedding dimensions, along a range of delay and radius parameter values. Using a surface plot, we plotted the recurrence rate (y-axis) from each analysis, for each embedding dimension, as a function of delay (x-axis) and radius (z-axis). This produces multiple three-dimensional landscapes of valleys and peaks corresponding to recurrence rates that rise or fall depending on parameter value combinations. The optimal parameters are those that are in the flat regions of each series landscape, thus ensuring that the values are stable and not reflecting idiosyncratic change (i.e., small increases or decreases in the selected embedding dimension, time delay, and radius would have little effect on recurrence rates). It is also typical to select values that produce an overall recurrence percentage around 5% and that avoid ceiling effects in determinism. As such, we settled on an embedding dimension of three, a delay of eight, and radius of 15% for all analyses.

For MSE, parameter selection is more straightforward. Here, we followed the precedent of Costa et al. (2005) in setting the parameters corresponding to sample entropy and coarse-graining. As described in the previous section, we began with two-point sequences that were extended by a third point. We also used a threshold radius of 15%, which like RQA, sets the boundary of whether time points are considered similar, and is expressed as a percentage of time series standard deviation. Coarse-grained versions of the original series, in which sample entropy was computed, were reduced by a factor of 2–9 (retaining the original series with a factor of one). This is depicted in Figure 3.

PARTICIPANTS
Data from 28 participants were analyzed in this study (18 females and 10 males, mean age 22.5 years old). Most participants were consistent in how they responded between the math-test and laptop-accident conditions, either lying in both or telling the truth in both. However, six participants split their responses between conditions, telling a lie in one and the truth in another. Also, due to some data loss with the Vicon motion tracking system, movements for six participants were unavailable in the accident condition and unavailable for one participant in the math-test condition. In the end, for all analyses, there were 26 deceptive time series (combined across the math-test and laptop-accident conditions; 16 participants; 3 males and 13 females), and 21 truthful time series (combined across the math-test and laptop-accident conditions, 17 participants; 5 males and 12 females).

DATA PREPARATION
Responses in the math-test and laptop-accident conditions were combined for all analyses. This combination was done partly for purposes of generalizability, as the structure of movements associated with deception should be somewhat consistent across similar contexts, thus bolstering claims of detectability. The other reason is more pragmatic, as limitations in statistical power for the RQA and MSE analyses warranted combination. This is often a consequence of using previously collected datasets, particularly sets that involve naturalistic, and somewhat noisy, expressions of behavior. As such, our claims are somewhat limited (an issue we address in the Discussion), but nevertheless, the goals of introducing non-linear measures to the deception literature and relating these measures to the underlying cognitive processes involved in deception are still intact. It should be noted, however, that the pattern of results presented here in fact holds in each case of deception separately.

STATISTICAL APPROACH
For the displacement and RQA determinism results, differences between deception and truth, across neutral and critical questions, were analyzed using linear mixed effects models. Given that participants sometimes contributed to both or only one of the deceptive responses across conditions, participant and condition variables were entered as random factors in the model to control for associated random variance. Also, because the error term in this model class is not amenable to traditional F-test methods for computing a p-statistic, an MCMC method was instead used for estimating statistical significance (see Pinheiro and Bates, 2000; Baayen et al., 2008). Next, for MSE curves, differences between relevant groups were analyzed by generating intercept and slope coefficients for each participant’s time series data, using a curve-fitting model with linear fit. The resulting coefficient terms were then compared across deceptive and true responses using a two-sample t-test.

RESULTS AND INTERPRETATION
In this section, we begin with the results of movement displacement, an aggregate measure of magnitude change that has traditionally been used in analytic approaches that average over time series. We then turn to our two non-linear measures, RQA and MSE, that may be useful in capturing additional information about movement dynamics.

DISPLACEMENT RESULTS
Separate analyses were conducted on the arms, head, and upper face regions. In comparing deception with truth, the neutral

8The “max norm” method was also used to compute distance between vectors in the reconstructed phase space (Marwan, 2003). Shockley (2005) offers an excellent summary of these issues, and is available as an open access chapter online here: www.nsf.gov/sbe/bcs/pac/nmbs/chap4.pdf
9In general, the setting of these specific parameters does not adversely affect the general pattern of results, which hold across a range of these values.
10For these and subsequent analyses, the total N for each comparison varied slightly between body regions due to dropped recordings with the Vicon motion tracking system. For arms, there were 26 deceptive and 20 truth time series; for head, there were 23 deceptive and 21 truth time series; and for face, there were 25 deceptive and 20 truth time series.
questions showed no statistically significant differences across all three motion regions. However, for critical questions, the movements of the arms and head reveal significantly less displacement in deception than the truth; for arms, $B = 0.264$, $p = 0.022$; for head, $B = 0.121$, $p = 0.038$. There are no statistically significant differences in displacement for face movements. And for all regions, there were no significant differences between neutral and critical questions for deception or truth (see Figure 6).

For critical questions, we replicated the basic effect found by Eapen et al. (2010), who found less movement for deception across all motion points. Here, using a slightly different operationalization of displacement, decreases were isolated to the arms and head. This finding may suggest that participants are seeking to minimize incriminating behaviors by clamping down on their movements. Conversely, the null finding for the face suggests that the generated movements are much more subtle and spontaneous, and the same control exhibited over the arms and head is not possible. But this may be because the wrong level of movement has been examined, leaving open the possibility that non-linear measures offer a more sensitive means of identifying differences between conditions.

FIGURE 6 | Mean Euclidean distance displacement (every 250 ms) for motion regions corresponding to the arms, the head, and the upper face (combined for math-test and laptop-accident conditions). Standard error plotted for each bar. Dark bars are participants who lied during the critical phase; white bars are those who told the truth. Bars are grouped according to neutral question (“Did the math experiment run ok?”), and critical questions (math performance + laptop scenario). *$p < 0.05$. 
Another issue that is evident from Figure 6 is the lack of significant differences between the neutral and critical questions. Yet the direction of mean values for neutral questions is very similar to that of the critical. Given that the neutral questions always preceded the critical in the experimental setup, participants who cheated on the math test or who were witnesses to the experimenter dropping a computer, may anticipate that a follow-up question will be asked that requires deception (such as being asked about their performance or why the computer was broken). Thus, their response behavior during the neutral question may indicate a preparation to lie that is ultimately expressed when a deceptive response is required. Whether the behavioral system was poised to react in this way is difficult to interpret from movement magnitude alone. Again, non-linear measures may prove useful in clarifying this issue.

RECURRENCE QUANTIFICATION ANALYSIS RESULTS

For each motion region of interest, measures of percentage recurrence, and determinism were generated based on recurrence plots for deceptive and true responses (Figure 7). The recurrence rate for all analyses were within 4–8%, and did not differ between comparisons of deception vs. truth, or neutral vs. critical questions. However, determinism rate did show statistically significant differences between groups, most notably in upper face movements, with less determinism in deception than in the truth, \( B = 0.126, p < 0.05 \) (Figure 8). There was also marginally less determinism in deception with arm movements, \( B = 0.135, p = 0.09 \); but for head movements, no statistically significant differences were found. There were also no significant differences within neutral questions, and in comparison with the critical questions.

The trend for all regions is for less determinism for the critical questions during deception. This is most safely concluded for the upper face, with some cautious support for arm movements. Even so, this is suggestive that stability, as assessed by determinism, decreases in deception. Although it may be tempting to draw the conclusion that less movement causes a drop in determinism, the results of the upper face indicate otherwise, as no differences were found with displacement (based on the previous analysis). In other words, movement displacement appears to be independent of the influences driving determinism. That is, the non-linear dynamics of the motion reveals new detail about the act of deception that is unavailable to the oft-used frequency counts of more or less movement in prior research.

As with displacement, the pattern of determinism between deceptive and truthful responses was also similar for neutral and critical questions. That is, there were lowered levels of determinism when participants both anticipated and expressed a lie. However, although there is decreased determinism/stability, it is not necessarily characterized by meaningful complexity. Before considering what a decrease in stability might mean in a deceptive context, we interpret the results alongside the MSE analysis.

**FIGURE 7** | For upper face movements, mosaic of recurrence plots for randomly selected subset of deceptive and truthful responses for critical questions. Deception is shown in the lower panel and truth in the upper panel. For truth, there is overall higher determinism than deception, as indicated by the greater percentage of recurrent diagonal lines. Each plot shown in this array is a reflection of the “recurrences” of face movements over time; the more points there are, the more the time series of movements exhibits similar fluctuations. Glancing at the plots does reveal that Truth plots seems to have more dense appearance of recurrence structures (for details on method, see Figure 1). This is quantified using the Determinism percentage shown in Figure 8.
MULTISCALE ENTROPY ANALYSIS

As a reminder, MSE relies on sample entropy, a measure that evaluates the repetition of consecutive sequences in a time series (as opposed to variance). Sample entropy is then plotted over multiple time scales increasing in length, with time scales derived from the original movement time series. For each deceptive and truthful response, within each motion region, an MSE curve is generated and fitted with a linear model. To compare the relative complexity between groups, the resulting intercept coefficients for deceptive and truthful responses are evaluated using two-sample *t*-tests. In this way, differences across all scales can be evaluated in one statistic. The slope terms are also examined to compare differences in the rate by which complexity increases over scales. Composite slopes are shown in Figure 9.

For the intercept coefficients, we found statistically significant differences with the movements of the upper face, *t*(41) = 1.976, *p* < 0.05; and once again marginal statistical significance for the arms, *t*(44) = 1.654, *p* = 0.09. There are no statistically significant differences for the head. Thus, the pattern for the upper face and the arms is for greater relative complexity with deception compared to the truth. Next, turning to the rate in which complexity increases for both deception and truth, there is equivalent gain for all regions except the head, where the complexity in the truth rises at a faster rate than deception, *t*(42) = 2.27, *p* < 0.05. Here, truth and deception converge at the larger timescales, and may account...
for the failure in finding significant differences between deception and truth. Finally, for neutral questions, complexity was present in the neutral responses, but as has been evident in the previous analyses, there were no differences with critical questions.

The findings of greater complexity in deception for the upper face (and somewhat for the arms), is further qualified when one examines what happens when the time series for each response is randomly shuffled while preserving local temporal interdependencies. Binned sequences of 2000 ms sequences were randomly shuffled, effectively removing the time-dependent complexity hypothesized to be present in each series. Based on Figure 10, the monotonic downward slope indicates that the number of new structures drops as the length of the window for coarse-graining increases; thus, there is no new information to be found.

**DISCUSSION**

Despite a long tradition in seeking out bodily cues of deception, temporal dependencies in how movement is organized across time have largely been overlooked. In the current paper, we captured these dependencies as emergent properties of a complex
The dynamics of deception

system, characterized by structural properties of stability and complexity. Using two non-linear measures, RQA and MSE, we found that the movements about the upper face, and somewhat in the arms, tend to have lower determinism/stability (based on RQA) and higher complexity (based on MSE). These patterns suggest greater flexibility in movement responsiveness that would have remained hidden with a measure of movement displacement alone, as deceptive and truthful facial movements were shown to have similar summary statistics (mean and standard error). Though suggestive, it is important to note that these results are indeed statistically subtle, based on a convenience sample, and also show that the neutral and critical contexts are about the same in most measures within each subject. However, if we take these results for granted, here we consider some potential theoretical implications of these dynamical methods.

These results challenge the notion that the demands introduced by deception exclusively deplete attentional resources and negatively affect the control of movement. That is, rather than only a breakdown in processing, the dynamic signatures of movement are structured in such a way to permit rapid adjustments to emerging demands unique to deceptive, social contexts. To support this claim, we have drawn from a dynamical systems framework for understanding how non-linear systems come to exhibit structured behavior. Human motor behavior is often held up as a primary example, in that patterns of movement are rapidly formed, maintained, and transformed by the release or restriction of system-wide degrees of freedom (Turvey, 1990, 2007; Newell, 1998). What results is increased complexity that speaks to the ability of the motor system to flexibly adjust and adapt to ever-changing situational demands, much like the behaviors of a skilled athlete or a child mastering the ability walk. Such behavior may be necessary in handling the challenges inherent to deception.

Greater flexibility also appears to be present during the neutral questions prior to the actual deception. This finding may point to participants who anticipate that they will need to lie. Although they did not know that they would be put on the spot about their own guilty behaviors (assuming they cheated on the math test), or the guilty actions of another (witnessing a confederate drop a laptop), the possibility of investigative questioning by the experimenter, as well as the experimenter’s possible suspicion, was always present. Such a situation would support an increased need for heightened responsiveness (i.e., adaptiveness, see Eapen et al., 2010). One reviewer remarked that this may instead be a sign of a sluggish system that is incapable of rapidly adapting to a more local context. Holding up the results from another perspective, this is a viable interpretation. But one timescale’s sluggishness may be another timescale’s adaptiveness. The way in which the dynamic signatures seem to be present (i.e., in both neutral and critical questions) suggests adaptiveness at a longer timescale; while this adaptiveness may force more local moments to be under the control of these longer timescales. In other words, the system could be adapting for a future potential event; and before it happens the situation at hand is subject to this structure.

It is also revealing that responsiveness was most apparent in the subtle movements of the upper face. The face has largely been implicated as a “dynamic canvas” for expressive behavior, where intentional and unintentional information about mental states are optimally conveyed (DePaulo, 1992; Rozin and Cohen, 2003). Given that accurate assessments of these states are easily and rapidly seized upon by outside observers (Ambady et al., 2000), it is sensible to hypothesize that these movements need to be particularly flexible in deceptive contexts. Also, unlike the movements of the body and head, the control of the musculature around the eyes may also produce a signal that is most appropriate for the non-linear analyses employed here. Both factors may explain why the reported results were statistically significant for the face alone.

The rapid and small-scale movements in the face are also thought to be susceptible to the inadvertent “leakage” of hidden emotional states (Hill and Craig, 2002; Ekman and Friesen, 2003). Such leakage forms the basis for the inhibition hypothesis, whereby attempts to conceal true emotions are revealed in “micro-expressions” of the face that last only tenths of a second (Ekman, 1992; Ekman and Friesen, 2003). Of the few empirical studies that directly examine this claim, evidence suggests that masked negative emotions may elicit the greatest leakage; and that transitory patterns of emotional states, particularly from negative to positive emotions, may also be a predictor of deception (Porter and ten Brinke, 2008; ten Brinke et al., 2011). For the current study, this raises the interesting possibility that the transitional nature of momentary emotional states can account for the current results. However, such transitions are much too coarse-grained to drive the moment-by-moment millisecond fluctuations that were analyzed. Also, given the short duration of participants’ interactions with the experimenter, a wide array of changing emotional states is unlikely. Nevertheless, the role of emotions in the current

FIGURE 10 | For shuffled time series (randomized across bins of 2000 ms), mean sample entropy and standard error is plotted across increasing scale lengths (1–10).
study cannot be discounted. The need to adapt emotional displays to changing circumstances may very well contribute to the increased movement complexity found during deception. Such questions pave a way for future work.

We were limited by certain characteristics of the data, such as participants that unevenly self-selected into deceptive and truthful response groups, and who sometimes lied in both or only one of the math-test and laptop-accident conditions. Statistical power concerns were also limiting, and required us to combine the math-test and laptop-accident conditions. There is also the inescapable fact that statistical effects were somewhat weak. Nevertheless, the upside of the current dataset is that we could draw conclusions from behavior that possesses defining characteristics of deception; that is, participants who deliberately attempted to mislead unsuspecting recipients (a rarity in laboratory-based studies). The dataset also allowed us to examine continuously sampled movements as fluctuations over time. Such data are quite rare in the deception literature, with the exception of a promising line of research that extracts continuous body movements from video recordings (Meservy et al., 2005; Jensen et al., 2010). Although this research uses participants who were instructed to lie and analyses were based on movement displacement alone, a number of these variables have proved to be highly effective in detecting deception. When entered into machine learning models, the classification algorithms produced surprisingly high accuracy rates. Given that we show dynamical measures provide information above and beyond movement displacement, these additional variables could further improve the accuracy of classification.

Lastly, the current approach addresses an important debate in the deception literature concerning the tendency for deceivers to move less. It is unclear whether fewer movements are caused by excessive strategic management to the point that deceivers ironically overcompensate (DePaulo et al., 1988; see also Wegner, 2009) or a strategic move to prevent leakage cues (Burgoon, 2005). This is an important distinction for the lie detector. After all, if the behavior is strategic then its diagnosticity cannot be relied upon. An important facet of accurate lie detection, then, is not only discovering those behaviors that give liars away, but also determining if those behaviors are strategic in an attempt to minimize irrepresible “tells.” Accordingly, dynamical measures of stability and complexity might have a great deal of relevance here. Although people may strategically minimize the overall magnitude of their movements, the dynamical structure of these movements are certainly outside of conscious control. And where a minimization of movement might be considered unintentional, it does not necessarily have to reflect impairment on part of the cognitive system. According to a main hypothesis, when the dynamical properties of movements are examined, what may be expressed are complex patterns of adaptation that emerge in task-specific ways. There are new and exciting ways to spot a liar.
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When confronted with important questions we like to rely on the advice of experts. However, uncertainty can occur regarding advisors' motivation to pursue self-interest and deceive the client. This can especially occur when the advisor has the possibility to receive an incentive by recommending a certain alternative. We investigated how the possibility to pursue self-interest led to explicit strategic behavior (bias in recommendation and transfer of information) and to implicit strategic behavior (bias in information processing: evaluation and memory). In Study 1 explicit strategic behavior could be identified: self-interested advisors recommended more often the self-serving alternative and transferred more self-interested biased information to their client compared to the advisor without specific interest. Also deception through implicit strategic behavior was identified: self-interested advisors biased the evaluation of information less in favor of the client compared to the control group. Self-interested advisors also remembered conflicting information regarding their self-interest worse compared to advisors without self-interest. In Study 2 beside self-interest we assessed accountability which interacted with self-interest and increased the bias: when accountability was high advisor’s self-interest led to higher explicit strategic behavior (less transfer of conflicting information), and to higher implicit strategic behavior (devaluated and remembered less conflicting information). Both studies identified implicit strategic behavior as mediatior which can explain the relation between self-interest and explicit strategic behavior. Results of both studies suggest that self-interested advisors use explicit and implicit strategic behavior to receive an incentive. Thus, advisors do not only consciously inform their clients “self-interested,” but they are influenced unconsciously by biased information processing – a tendency which even increased with high accountability.
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“*If you want people to perform better, you reward them, right? Bonuses, commissions, their own reality show. Incentivize them.” *(Daniel Pink*)

This quote of a well known American career analyst explains one common strategy of motivating employees in the business world. It follows a simple analogy: sell or produce X for the company and you will get Y as a reward. Especially, at a time where companies are in trouble to survive on the market, they are challenged to perform well. Taking the competitive nature of the market into account, it is comprehensible that companies use incentives as an instrument to motivate employees. Incentives are assumed to encourage employees in accomplishing a stated goal, or even in following a goal that they would normally have no other reason for pursuing. Incentives should help by guiding self-interested behavior and adjusting the employees’ interests to the company’s interests.

Indeed, there are many examples showing that using incentives often work out well for companies. One company, which has been working successfully with incentives, is Tupperware. Their marketing principle of using Tupperware-parties to sell their products is very effective. These parties take place in the private atmosphere of someone’s home. The host provides the location, snacks, and refreshments, and invites the guests. Well, how can that be that a private person starts a marketing event for a company he or she does not work for? Back in the 1950s, bringing women together and discussing housekeeping and kitchen secrets was nothing new, but receiving additional incentives for hosting the event and for providing people who buy a lot, was an innovation. Today, the promise of incentives especially in form of turnover-dependent commission is still assumed to have a direct impact on peoples’ behavior. The host invites a lot of people, creates a nice surrounding atmosphere with sandwiches and drinks because he or she assumes that this behavior will pay off in the end.

However, the question of interest is whether incentives really just motivate employees or hosts of Tupperware-parties to behave...
in vein with the company's strategic interest, or does it lead to more wide reaching consequences? For the company it is somehow desirable that the host behaves strategically in order to pursue self-interest to earn a lot of money. This type of strategic behavior is in line with the intention to sell a lot. Therefore, the company directs the hosts'/employees' behavior by incentives which are adapted to its own interests. Thus, this type of strategic behavior might also lead to deceive the other party consciously: for example the host is recommending especially expensive products to the customers because he or she receives a turnover-dependent commission. For this reason, he or she may communicate only the advantages of the product and withhold the disadvantages (e.g., Buller and Burgoon, 1994, 1996; Steinel and De Dreu, 2004). This behavior is henceforth called explicit strategic behavior. Explained more in detail, people showing strategic behavior can have the explicit goal to deceive and therefore alter the customer's behavior or opinion in order to receive an incentive.

However, we speculate that the promise of incentives could also entail unconscious risks. In order to gain reward, people might behave more implicitly strategic which supports the deception of the other party. Past research already showed that deception is also accompanied by more automatic and less conscious actions, such as smiling longer and nodding when deceiving our counterpart in face-to-face interaction (e.g., Buller and Burgoon, 1994; Burgoon et al., 1996). However, this is not an explicit strategy to deceive the other party. People simply seem to implicitly engage in this deception process. In our opinion, deception can also already start before the interaction with a counterpart, for example through biased information processing. This occurs when the host evaluates and remembers expensive products biased in favor of one’s possibility to receive more reward. We call the biased information processing henceforth implicit strategic behavior, which in contrast to explicit strategic behavior is not clearly linked to deception, because it is not used to alter the client’s behavior or thinking in order to increase their own incentives. However, we think that it is triggered by the wish to receive a high incentive and we therefore investigate it as an implicit strategic behavior of deceiving the other party.

As is generally known, the promise of incentives is not only common practice in occurrences like Tupperware-parties, where peer-advice is given. Incentives are also widespread in professional consultancy where advisors have specialized knowledge, which is demanded by clients to improve their decision (e.g., financial advisors, physicians, and personnel advisors). Clients are in a clear disadvantage because of their lack of knowledge and advisors can use these scopes to deceive the client in self-interested manner. In the current paper we investigate if the promise of incentives motivates advisors to consciously use their advantage and behave explicitly strategic by deceiving the other party. However, we assume advisors are also influenced by the incentive more implicitly, which should display in biased information processing. This is especially risky and therefore highly relevant for advisors who prepare information for their clients. So far, past research did not investigate this type of strategic behavior which might support the explicit strategic behavior to deceive a counterpart. We test our assumptions in two studies. Whereas our second study additionally examines to what extent incentivized advisors behave strategically when they feel highly accountable for their clients.

**EXPLICIT STRATEGIC BEHAVIOR**

Strategic behavior is primarily used to create a false belief in order to deceive the other party. One theoretical background of deception is the Interpersonal Deception Theory (IDT, Buller and Burgoon, 1994, 1996), which focuses primarily on the face-to-face interaction and the dynamic of deceptive interaction between sender and receiver (verbal and non-verbal). Buller and Burgoon (1994) describe observable strategic behavior during the deception (e.g., ambiguous, vague, and intentional messages), which is used by the senders to alter the communication in order to achieve their goal.

An alternative description of deception and strategic behavior is proposed by the economic principle-agent theory (PAT; Ross, 1973), which focuses less on communication and more on strategic actions within working relationships. According to this theory, strategic behavior is likely to occur when one party (principal) delegates work to a more knowledgeable party (agent) and the two parties have different interests. In other words, the client is under uncertainty when asking a knowledgeable advisor for support to find the best solution for a problem, if the advisor really acts in client's best interest or in their own interest. Advisors, in the role of an expert, have wide-ranging possibilities to use scopes to behave strategically and to pursue their self-interest. The client lacks the knowledge to fully evaluate the quality of the advisor’s recommendation. Therefore, the advisor tends to provide recommendations which support their own self-interest rather than the client's interest.

Deception and the different levels of knowledge between two parties were already found as crucial in bargaining experiments especially when stakes were high (Boles et al., 2000): In this situation participants in the role of the proposer behaved strategically by offering less and providing a worse bargain to their unknown counterpart (who did not know the size of the pie) compared to a more knowledgeable counterpart. This means proposers pursued self-interest, when there was a low possibility to be detected by the counterpart and only when the stakes were high (Boles et al., 2000).

We would now like to turn to advice-giving situations, where likewise many opportunities exist to deceive the client. This should be illustrated with the help of an example of a personnel advisor: Companies hire a personnel advisor when needing support for a specific job placement and typically pay him or her with an agency fee after successful staffing. This procedure, as typically used by companies, leads to an incentive for the advisor to find a suitable candidate as soon as possible in order to fulfill the contract and to receive the incentive (agency fee). In other words, a fast fulfillment of the contract enhances the chances of the advisor to soon be available for a new contract and a new possibility to earn money. Thus, for the company and the possible job applicant the risk exists that the advisor is rather interested in a fast than in the best job placement (goal conflict). Because of advisor’s information advance (e.g., job market, job duties, salary, and education), he or she can make use of existing scopes and deceive by behaving explicitly strategic. This information asymmetry is existing...
in many advisor–client interactions and similar behavior by the advisors can be assumed, such as physicians or financial advisors.

According to the PAT (Ross, 1973; for overview Eisenhardt, 1989), in such situations strategic behavior occurs in different forms, such as “Moral hazard,” withholding actions or information (“hidden action,” “hidden information”), and also in terms of “Hold up” (“hidden intention”), such as concealing the own goals and intentions. Similarly, IDT (Buller and Burgoon, 1994, 1996) list (explicit) strategic behaviors regarding the regulation of the content of the spoken information (“information management”). Deceivers, for instance, were found to behave strategically and use higher rates of irrelevant and vague information (Buller and Burgoon, 1994).

Indeed, further research shows that participants behave strategically by managing and controlling information. For example, Steinel and De Dreu (2004) found that participants of an information provision game behaved strategically. Participants were in the position to guide their counterpart which had opposing interests (losing points when the counterpart gain points) through passing accurate or inaccurate information. The aim of the participants was to reach as many points as possible, since these determined the amount of lottery tickets they would receive in the end. Results demonstrated that participants behaved explicitly strategic by withholding more accurate information and passing more inaccurate one. Additionally the authors could identify that strategic behavior was mainly driven by greed within this interdependent relationship with opposing interests (Steinel and De Dreu, 2004).

Looking back at the case of the personnel advisors this means that the possibility to receive an incentive for recommending a specific alternative may frequently lead to explicit strategic behavior: the advisor may offer only jobs to applicants which allows a quick recruitment process with low effort (PAT: “hidden action”). To achieve this, the advisor may strategically transfer information to the client to accelerate the process of convincing the client to accept the easily available job instead of prolonging the search for the best job alternative. This can occur by solely presenting those aspects of the easily available job which are in line with the applicant’s demands (good labor-market situation, career opportunities) or by withdrawing the conflicting information (salary, job characteristics) (PAT: “hidden information” and Steinel and De Dreu, 2004). Based on this assumption we assume the following hypothesis regarding the explicit strategic behavior:

Hypothesis 1: We assume that the self-interested advisors recommend the easily available job more often compared to the advisor without specific interest.

Hypothesis 2: We suppose that self-interested advisors enhance supporting information and devalue conflicting information regarding their self-interest whereas advisors without specific interest do not make this difference.

Well, if these predictions become true they are a large problem for advice-taking situations, where clients often have to rely on the knowledge of an advisor as expert. However, past deception research has only tested the conscious modification of information (PAT: Ross, 1973; IDT: Buller and Burgoon, 1996). Therefore, it has failed to incorporate the more implicit biasing of the information processing within the deception. But we assume that the motivation to gain reward might influence the advisor even more implicit.

**MOTIVATED DIRECTIONAL GOAL AND IMPLICIT STRATEGIC BEHAVIOR**

First, before we fully understand implicit strategic behavior, we need to describe the process of advice-giving and to differentiate the phase of explicit advice-giving, and the preceding phase of preparing the recommendation (Jungermann, 1999). Within the latter one the more implicit information processing has to be taken into account. In this phase the advisors search, evaluate, and process information. At the latest since Kunda (1990) we know that there are motives, such as receiving an incentive, that influence our reasoning. This means people’s goals, wishes, fears, and desires lead people to engage in biased information processing and direct our thinking and convictions (Kruglanski, 1989; Kunda, 1990; Dunning, 1999; Kruglanski et al., 2012). Kruglanski et al. (2012) describes a directional motivation like a psychological force, similar to a physical force, which is determined by a specific desired goal. People perceive the world through their “motivated colored” glasses – perceiver’s goals are crucial for reconciling incoming information.

Past research provided evidence that such directional goals are also important for predicting advisors’ behavior in advice-giving processes (Jonas et al., 2005). This findings indicated that advisors, who had to justify their recommendation and therefore had an incentive to appear in a positive light in front of the client (impression motivation), biased their information search in favor of their recommendation and passed on more information supporting the recommendation (Jonas et al., 2005). In contrast, advisors without directional goals were found to act accuracy motivated and were normally directed by finding the best solution for their clients (Jonas and Frey, 2003). Therefore, only in order to reach the directional goal, making a good impression, advisors behaved implicitly strategic by searching information which primarily supported their recommendation.

Implicit strategic behavior can be further illustrated through the previously introduced example of the personnel advisor, who has the directional goal of fast contract fulfilling in order to receive the incentive quickly. An advisor who is preparing a recommendation for a job applicant, always has in mind which jobs are easily available at the moment and can be staffed quickly, allowing the advisor to earn more money. In this scenario earning money can be seen as a main motivation. To reach the directed goal of earning money, the advisor might behave implicitly strategic when evaluating job information. He or she might evaluate the information of an easily available job less critical than that of a difficult available job: the advisor may enhance job relevant information which is in line with his or her goal. Similarly, the advisor might also remember information more easily which supports his or her goal compared to conflicting information. This biased information processing might also implicitly influence the recommendation that is given.

Going beyond to the assumption of PAT (Ross, 1973) people’s motivation to reach a goal do not only lead to an actor’s obvious
and conscious behavior (e.g., advisors' strategic behavior – explicitly hiding information). Past research in motivated reasoning suggests that people engage in biased information processes because they find it more plausible to process information in line with their own beliefs and expectancies (e.g., McDonald and Hirt, 1997) and to remember desired aspects (e.g., Sanitioso et al., 1990). These findings indicated enhanced accessibility of knowledge structures, which are in line with the desired goal, so that, the personnel advisor might be caught in biased information processing, when trying to fulfill the contract quickly in order to receive the incentive. Even when the information processing is not directly and consciously used to receive an incentive, the personnel advisor will evaluate and maybe even remember information in favor of their self-interest. We propose that this phenomenon can be seen as an implicit and unconscious process – or in other words as implicit strategic behavior to get the promised incentive.

Interestingly, receiving incentives has already led to different assumptions regarding information processing and was discussed controversially in past research. On one hand, there is evidence that incentives lead to higher accuracy motivation and that people put more effort in information processing when receiving an incentive (Stone and Ziebart, 1995). On the other hand, incentives can also lead to a higher confirmation bias (Jonas et al., 2008): Participants who were promised an incentive for finding the correct answer showed a preference in searching for supportive rather than conflicting information regarding their preliminary decision. Moreover, they also remembered conflicting information worse. This research showed that incentivized participants were more biased in their information processing than participants without incentives. This poses the question of whether information processing is also biased in order to receive incentives. We assume that the incentives influence the advisor's thinking and convictions in a similar manner as a directional goal. The personnel advisor might bias information processing in favor of their self-interest, or the job alternative which is associated with the incentives.

Independent from incentives, other research showed that self-interest had an influence on the information processing, such as the evaluation and memory of self-interested information (Kunda, 1990). In a study of Ditto et al. (1998) participants were tested by means of a clinical test, which had either positive or negative consequences for the participants' health. Participants had to evaluate the test and their test results. The results showed that they were rather dismissive when they were confronted with negative health consequences, compared to participants who faced a result with a positive health consequence. Additionally, based on the research of Kunda and colleagues (e.g., Kunda, 1987; Kunda and Sanitioso, 1989; Sanitioso et al., 1990) we know that our self-interest also influences our memory search. For instance, participants who were persuaded that introversion (or extraversion) is more desirable for academic success described themselves as more introverted (or extroverted). Furthermore, they were able to report more and faster introverted (or extroverted) behavior pattern than the participants who had been convinced of the opposite (Sanitioso et al., 1990).

Similar results were found in the field of the persuasion research (Petty and Cacioppo, 1990) where people's different involvements and benefits (vested interest) from actions in society led to different evaluations of information (outcome-relevant involvement, Johnson and Eagly, 1989). Four experimental studies by Darke and Chaiken (2005) showed that self-interest influences the direction of attitudes and the persuasive impact of arguments: participants, who had to pay the costs and did not receive any benefits, devalued the new policy (tuition fees) by processing the information of the arguments in a biased way. In similar vein the research in motivated skepticism of political beliefs found evidence that people used biased information processing as means of finding consistency with their own favored view (Taber and Lodge, 2006). Participants who felt strongly about an issue – even when encouraged to be objective – evaluated supportive arguments more favorably than conflicting arguments. This research indicates that people in social interactions such as discussing new policies are biased through their self-interest. They want to bolster their view and find consistency for the own favored view.

However, this research does not state how people are influenced by their self-interest when processing information for another person and preparing an advice. In the present study, we want to investigate how self-interest in the form of receiving incentives biases people's information processing and implicitly influence the deception in advice-giving. Furthermore, advisors may put more focus and effort in understanding the match between an applicant and an easily available job compared to other job alternatives, which may display in a biased memory. We suppose this also in our following hypothesis.

Hypothesis 3: We propose that self-interested advisors enhance the relevance of supporting information and devalue the conflicting information regarding their self-interest whereas advisors without specific interest do not make this difference.

Hypothesis 4: We suppose that self-interested advisors remember conflicting information regarding their self-interest worse, than advisors without specific interest.

Finally, it remains the question how implicit and explicit strategic behaviors are connected and how advisor's implicit biases shape self-serving deceptive behavior. A recent work Shalvi et al. (2011) assessed deception in participants who were asked to privately roll a die under a paper cup three times versus only once. Afterward they reported the outcome of the first roll and gain money as a function of their reports (1 = $1, 2 = $2, etc.). Results suggested that the degree of lying was significant higher in the condition with three times compared to once rolling the die because of the higher extent of self-justification by referring to the highest outcome of the three rolls. In sum, self-interest led people to view objective information in a biased way which supported their self-justification and enabled them to lie. Specifically, the authors assume that people balance their desire to profit from the lie with a desire to maintain their self-concept as honest individuals. Similar in our study, self-interest bias in information processing (implicit strategic behavior) enables the advisor to justify the later self-interested explicit strategic behavior. Therefore we propose that implicit strategic behavior should help to describe the process of explicit strategic behavior.

Hypothesis 5: We assume that the connection between self-interest and explicit strategic behavior (transfer of
information) is mediated to some extent by implicit strategic behavior (evaluation of information).

PRESENT RESEARCH
In order to assess the outlined hypotheses, in our first study we asked participants to put themselves in the role of either self-interested personnel advisor or a personnel advisor without self-interest. The scenario was similar as already introduced in the beginning. However, in our second study we want to enhance advisor’s responsibility and accountability for their recommendation. Therefore, besides self-interest we investigated advisor’s accountability and how this influenced explicit and implicit strategic behavior.

STUDY 1

METHOD
Participants and design
Participants were 67 students (54 female, 13 male) at a public university of Austria (University of Salzburg). Psychology students could volunteer in order to receive credits for participation. They participated individually. The study was a two factorial design with two conditions (self-interest: yes vs. no) × 2(type of information: supporting vs. conflicting).

Scenario and task
After participants consented to being in the study, they were placed in a quiet area. The questionnaire started with the description of the personnel advisor’s scenario. Part of the scenario was a fictitious client. He was described as a young male high-school graduate that is interested in the field of engineering. The advisor got informed that different tests could already confirm the appropriateness of this client in this field and about some important specific details which should be taken into account for the recommendation (e.g., salary as important criterion, above the average in logical reasoning, loves challenge in logical thinking, below average in the ability to work, and cooperate in teams).

Participants assumed either the role of a freelancer personnel advisor with the possibility to earn an incentive when pursuing self-interest (self-interested advisor), or a personnel advisor of an institution for professional training (advisor without specific interest). Only the self-interested advisor is also under contract of a company, which commissioned the advisor to find an appropriate candidate for the job of a product engineer. Therefore the advisor could pursue self-interest and receive an incentive by recommending this job to the client. Participants also pursued real self-interest – they only participated in lottery to win one of ten 20€-Amazon-voucher if they recommended the product engineer. In the other condition the advisor had no additional interest to fulfill a contract with a company in order to receive an incentive and also participants themselves took part in the lottery independently of their recommendation.

The assignment for the career consultant was then to read information about three vocational trainings for the client: machinery engineer, mechatronic engineer, or product engineer. For preparing the recommendation, the participants had to evaluate the information. Further they expressed their intention of transferring information to the client and finally recommended one job. In the end, the participants answered questions regarding their perceived self-interest and took part in a quiz regarding the job information.

MATERIAL

Job information – conflicting and supporting information
Information covered six categories for the three different job possibilities (see Table A1 in Appendix) and there are clear opposed interests between the client and the self-interested advisor. On the one hand, the mechatronic engineer’s job description fitted best with the client’s demands – it covered most of his needs and wishes (high salary, logic reasoning is important, and working in teams is not mentioned as key competence). On the other hand, the product engineer is the best option for the advisor to meet his/her self-interest. The information about the machinery engineer were similar attractive to the product engineer – both had three pieces of information which covered the wishes of the client and three which were in conflict.

For further analysis, the pieces of information are used as either supportive or conflicting with advisor’s self-interest. Conflicting information are all information which weaken the realization of the advisor’s self-interested goal (negative arguments for the product engineer, positive arguments for the mechatronic, and machinery engineer). In contrast, supportive information contains all arguments which can bolster the self-interested recommendation of the product engineer (positive arguments for the product engineer, negative arguments for the mechatronic, and machinery engineer). We want to refer to Table A1 in Appendix where we signed supportive arguments for the advisor with plus and conflicting information of information with minus.

Explicit strategy
Transfer of information. Participants marked on a 10 cm line how likely they would hand this information to their client. For further analysis we divided the scale in the transfer of the supporting (six items, Cronbach’s α = 0.72) and conflicting information (11 items, Cronbach’s α = 0.90).

Recommendation. Additionally, after reading all information the participants had to decide for one specific job – product engineer, mechatronic engineer, and machinery engineer – which she or he would recommend to the client.

Implicit strategy
Evaluation of information. The participants in the role of the advisor had to decide how relevant the job information is. They marked their evaluation on a 10 cm line which reached from not relevant to very relevant. For our further analysis we used the evaluated relevance of the supporting (six items, Cronbach’s α = 0.83) and the conflicting information (11 items, Cronbach’s α = 0.85) regarding the advisor’s self-interest.

Memorizing information. Subsequently the participants were requested to answer six multiple choice quiz questions regarding information of the three different job alternatives to measure how much information was memorized. Actually, we used only
a single-item measure for further analysis; however it is the most conflicting information regarding the advisor’s self-interest (salary of the mechatronic engineer).

**Manipulation check**

**Perceived self-interest.** Additionally, the perceived own self-interested behavior was measured with the scales hidden intention (e.g., “Situation where the client’s and my interests were in conflict, I oriented primarily on my interests.” Five items, Cronbach’s \( \alpha = 0.92 \)), hidden information (e.g., “Some important information were not communicated to the client.” Four items, Cronbach’s \( \alpha = 0.83 \)) and hidden action (e.g., “Some actions were more in my interest than in the interest of the client.”) Two items, \( r(66) = 0.65, p < 0.01 \). Participants answered by responding to the questions on a five-point Likert-scale (1 = strongly disagree to 5 = strongly agree). For further analysis we combined these three scales and measured self-interested behavior in general (11 items, Cronbach’s \( \alpha = 0.95 \)).

**RESULTS**

**MANIPULATION CHECK**

For checking the influence of the manipulation we used the scale general perceived self-interest. Analysis regarding the influence of the manipulated self-interest revealed a main effect, \( F(1,67) = 18.17, p < 0.001 \). The freelancer advisor perceived him/herself as significantly more self-interested compared to the personnel advisor of an institution for professional training without any specific self-interest (Ms = 2.72 vs. 1.84, SDs = 1.09 vs. 0.47). Thus, this result suggests that the intended factors were manipulated successfully.

**EXPLICIT STRATEGIES**

Based on the assumption that the advisor is influenced by the promise to receive an incentive in a self-interested manner, we expected an explicit strategic behavior in the explicit recommendation to the client and in the transfer of information. The self-interested transfer of information should be characterized by withholding conflicting information regarding the self-interest and pushing forward supporting information.

**Advice-giving – Hypothesis 1**

In line with our first hypothesis a Chi-squared test on advice-giving strategy displayed that participants in the role of self-interested freelancer advisor recommended significant more often the less appropriate option “product engineer” to their client than participants without self-interest, \( \chi^2(1, N = 67) = 8.49, p = 0.04 \) (self-interest: 10 product engineer, 24 no product engineer; without self-interest: 1 product engineer, 32 no product engineer). The result supported our assumption that participants who had a personal self-interest are influenced in advice-giving and recommended significantly more often the product engineer, which is the self-interested alternative for the advisor. Additionally, Chi-squared analysis with all three job alternatives showed that advisors with no specific interest recommended more often the optimal job to their client (“mechatronic engineer”) than participants with self-interest, \( \chi^2(1, N = 67) = 8.61, p = 0.014 \) (without self-interest: mechatronic 30, product 1, machinery 2 vs. self-interest: mechatronic 23, product 10, machinery 1). These results support our hypothesis that self-interested advisors recommend the self-interested alternative of the product engineer more often compared to advisors without specific interest. Additionally advisors without specific interest recommended the optimal job more often than those with self-interest.

**Transfer of information – Hypothesis 2**

To test this hypothesis we ran a 2 (self-interest: yes vs. no) × 2 (information: supporting vs. conflicting) analysis of variance with repeated measures on the last factor. This analysis revealed no main effect for the information, \( F(1,65) = 1.91, p = 0.17, \eta^2_p = 0.029 \) (supporting: M = 7.62, SD = 1.48 vs. conflicting: M = 7.30, SD = 1.89). However, the analysis displayed a significant interaction effect between job information and self-interest, \( F(1,65) = 13.50, p < 0.01, \eta^2_p = 0.17 \). Subsequent post hoc analysis indicated that results are in line with our predictions: Participants in the in the role of the self-interested advisor transferred less conflicting information (M = 6.64, SD = 2.23) than the advisor without specific interest (M = 7.97, SD = 1.16), \( F(1,65) = 9.20, p = 0.003 \). Additionally, self-interested advisors passed significant more information which supported their self-interest to the client than information which conflicted their self-interest (M = 7.81, SD = 1.54 vs. M = 6.65, SD = 2.23), \( F(1,65) = 12.98, p = 0.001 \). There was a tendency that advisors without specific interest transferred even less supporting than conflicting information (M = 7.44, SD = 1.41 vs. M = 7.97, SD = 1.55), \( F(1,65) = 1.04, p = 0.112 \). Regarding the supporting information there was no significant difference between advisors with self-interest and without specific self-interest (M = 7.81, SD = 1.54 vs. M = 7.44, SD = 1.41) \( F(1,65) = 1.04, p = 0.311 \). This indicates that advisors with self-interest primarily withhold conflicting information and did not transfer more supporting, whereas advisors without specific interest transferred information more balanced – with a contrary tendency to transfer more conflicting than supporting information. Results are displayed in Figure 1.

**FIGURE 1** | Mean differences representing the transfer of information regarding supportive and conflicting information for advisors with self-interest and without self-interest. The error bars represent SEM (study1).
IMPLICIT STRATEGIES
Well, besides explicitly strategic advice-giving we predict that advisor’s information processing is also influenced by incentives. The promise of incentives leads to self-interested bias in the evaluation of information and in memorizing the information (supporting vs. conflicting information regarding advisor’s self-interest).

Evaluation of information – Hypothesis 3
To examine the effect of the self-interest on the evaluation of the information, we ran a 2 (self-interest: yes vs. no) × 2 (information: conflicting vs. supporting) analysis of variance with repeated measures on the last factor. This analysis revealed no main effect for the information, \( F(1,65) = 0.67, p = 0.42, \eta_p^2 = 0.010 \) (conflicting: \( M = 7.90, SD = 1.16 \) vs. supporting: \( M = 7.82, SD = 1.44 \)). However, it showed a significant interaction effect between job information and self-interest, \( F(1,65) = 4.97, p = 0.029, \eta_p^2 = 0.07 \). Post hoc analysis verified the pattern that there was a tendency for supporting information to be higher evaluated by the self-interested advisor than by the advisor without special interest (\( M = 8.09, SD = 1.41 \) vs. \( M = 7.53, SD = 1.43 \)), \( F(1,65) = 2.57, p = 0.114 \). In contrast, the conflicting information was evaluated similarly in its relevance by the self-interested advisor and the advisor without interest (\( M = 7.93, SD = 1.30 \) vs. \( M = 7.87, SD = 1.02 \)), \( F(1,65) = 0.04, p = 0.835 \). However, advisors without specific self-interest devaluated supporting information significantly compared to conflicting information (\( M = 7.53, SD = 1.43 \) vs. \( M = 7.87, SD = 1.02 \)), \( F(1,65) = 4.56, p = 0.036 \); advisors with self-interest did not evaluate supporting and conflicting information significantly different (\( M = 8.09, SD = 1.41 \) vs. \( M = 7.93, SD = 1.30 \)), \( F(1,65) = 1.01, p = 0.318 \). The hypothesis gets support by the significant interaction between self-interest and type of information, whereas the interaction is mainly driven by the enhanced evaluation of the conflicting information compared to the supporting information within advisors without specific interest. It seems that this distinction regarding the evaluation of the information disappears when pursuing self-interest. Results are displayed in Figure 2.

Memorized information – Hypothesis 4
Further, we tested the influence of self-interest on the memorized information. The results indicated that self-interested participants remembered significantly worse that the mechatronic engineer had the best possibilities to receive a good salary (conflicting information), \( t(65) = 2.00, p = 0.05 \) (self-interest \( M = 3.79, SD = 0.59 \); without self-interest \( M = 4.00, SD = 0.00 \)). Really remarkable was that each participant without specific could remember the correct answer.

For further exploratory analysis of our data we used the pursued self-interest\(^2\) together with the devaluation of conflicting information to predict biased memorized information (salary of the mechatronic engineer). We conducted a hierarchical regression analysis in which memorized conflicting information was predicted by main-effect terms (evaluation of the conflicting information and self-interest) and the interaction term simultaneously. Following Aiken and West (1991), the variables evaluation of conflicting information and self-interest were centered (i.e., by subtracting the mean from each score), and the interaction term was based on these centered scores. The interaction between evaluation of the conflicting information and self-interest was significant, \( b = 0.32, SE = 0.10 \), \( t(63) = 3.18, p = 0.002 \). Simple slope analysis was conducted to further analyze this interaction (Aiken and West, 1991). When the relevance of the conflicting information was high (1 SD above the mean), self-interest was not significantly related to memorized information, \( b = 0.22, SE = 0.16 \), \( t(63) = 1.39, p = 0.170 \), which means among participants who evaluated conflicting information high self-interest had no specific influence on the memorized knowledge. However, when the relevance of conflicting information was evaluated low (1 SD below the mean; \( b = -0.43, SE = 0.15 \), \( t(63) = -2.91, p = 0.005 \), self-interest was associated with less memorized information. The slopes are plotted in Figure 3.

\(^2\)The scale perceived self-interest of the manipulation check was used.
**Mediation – Hypothesis 5**

We assumed that the connection between self-interest and explicit strategic behavior can be explained to some extent by implicit strategic behavior. Therefore we conducted a mediation model with the implicit strategic behavior (evaluation of conflicting information) as a potential mediator, which should help to explain the relation between self-interest and explicit strategic behavior (transfer of conflicting information). The first regression analyses showed that self-interest was significantly associated with the potential mediator implicit strategic behavior, $b = -0.31$, $SE = 0.12$, $t(67) = -2.59$, $p = 0.012$. In the second step we tested whether implicit strategic behavior was significantly associated with the explicit strategic behavior – and indeed, implicit strategic behavior significantly predicted the explicit strategic behavior, $b = 0.38$, $SE = 0.06$, $t(67) = 6.10$, $p < 0.001$. In the final step we examined whether statistical control for the potential mediator reduced the predictive power of the relation between self-interest and explicit strategic behavior. Without the mediator the effect was significant, $b = -0.80$, $SE = 0.08$, $t(67) = -10.68$, $p < 0.001$, however, when controlling for the mediator the relationship was considerably reduced, $b = -0.68$, $SE = 0.06$, $t(67) = -10.83$, $p < 0.001$. Finally, in a bootstrap analysis implicit strategic behavior significantly carried the indirect effect, 95% CI = −0.24 to −0.02. Thus, evidence was found that the direct effect of self-interest on the explicit strategic behavior occurred partly through the implicit strategic behavior, which supports our Hypothesis 5.

**DISCUSSION STUDY 1**

Our results indicate that advisors with self-interest behaved explicitly strategic by recommending the self-interested alternative of the product engineer more often compared to advisors without specific interest. The self-interested advisor also transferred less conflicting than supporting information to the client, as well as self-interested advisors transferred less conflicting information compared to advisors without self-interest.

Self-interested advisors also behaved implicitly strategic. The evaluation of information led in advisors without specific interest to a significant enhanced evaluation of the conflicting information (supporting for the client, see Table A1 in Appendix) compared to the supporting information (conflicting for the client). This pattern displays the evaluation of information when having the best interest of the client in mind. The significant differentiation disappeared in advisors with self-interest. They did not take the perspective of the client and his needs and therefore, evaluated conflicting and supporting as similar important. Furthermore, we could confirm direct influence of self-interest on advisors’ biased memory. However, the investigation should be improved in Study 2, because in Study 1 we could only refer to one quiz question. Additionally, we could identify evaluation of conflicting information as moderator. Especially when the relevance of conflicting information was devalued self-interest had a significant negative influence on memorizing conflicting information.

With regard to the mediation analysis we found important evidence for the connection between implicit and explicit strategic behavior. Our results indicate that implicit strategic behavior can partly explain the relation between self-interest and explicit strategic behavior. This finding supports our assumptions that incentives have profound effects which influence people more implicitly and not only explicitly as assumed by the usual practice of incentives.

**STUDY 2**

In study 1 our hypotheses received support from the experimental data which indicated that advisors with self-interest deceived the client by explicit and implicit strategic behavior. However, because of the hypothetical nature of the experiment participants of Study 1 could not get the impression that their advice would really help or harm a real client. Because of this lack of accountability the results of Study 1 could have been overestimated. Further clarification therefore is needed. In order to do this, we would like to more carefully look at the concept of accountability. Accountability is an expectation (implicit or explicit) that one may be called on to justify ones actions to others (Lerner and Tetlock, 1999). In practice, advisors are in this situation to justify their recommendation and action. But how does enhanced accountability influence advisor’s self-interested behavior?

One assumption could be that enhanced accountability leads to reduced self-interested behavior and consequently reduced explicit and implicit strategic behavior. Research findings can indicate that persons who are asked to justify their decisions are more likely to be interested in others outcomes. People with high endowment but having no accountability for group members contributed the same amount to a common system compared to those with few endowments. However, when they were accountable they made higher payments which helped in social dilemma situations (De Cremer and Van Dijk, 2009).

However, based on the review of Lerner and Tetlock (1999) we know it is especially necessary to take a closer look on the conditions of accountability. This review identified different conditions where accountability led to diverse outcomes in decision making and especially identified outcome vs. process accountability as crucial in this context (Lerner and Tetlock, 1999). Especially when people had to justify their outcome, such as their recommendation, they tended to increase their need of self-justification as well as biased information processing (e.g., Simonson and Staw, 1992). Contrarily accountability for decision processes led to more balanced evaluation when confronted with different alternatives. Consequently, advisors’ perceived accountability for their decision and expected need to justify this outcome should also lead to enhanced bias in information processing.

An additional closer look on the conditions for accountability in advice-giving situation is provided by research of Jonas et al. (2005). This study investigated the information search and transfer of highly accountable advisors (who assumed to meet the client and have to justify the recommendation) compared to advisors without accountability for their decision. This research found an enhanced confirmation bias for advisors’ binding recommendation when they were highly accountable for their decision but not in advisors without accountability. This effect could be explained by the directional goal of impression motivation. This means advisors wanted to appear in a positive light and therefore searched and also transferred primarily that information which
was in line with their preliminary decision. This strategy helped them to provide evidence for their recommendation which supported their wish to present themselves in a positive way in front of their clients.

When referring to a self-interested advisor who has the directional goal to earn money we know already from Study 1 that they will evaluate and transfer information in a biased way in order to favor their self-interest. They also provide mainly information for their self-interested recommendation. However, how do advisors process information when they perceive themselves as both self-interested as well as highly accountable? We know from Study 1 that self-interested advisors who feel motivated by the goal to receive an incentive commit themselves already with the self-interested alternative before searching, evaluating and transferring information. In Study 1 this led to a bias in explicit and implicit strategic behavior. The perception of high accountability for their decision might increase the advisors’ wish to bolster their view. However, the salience of accountability might also counteract and reduce the self-interested bias in participants. Yet, given former research this latter alternative seems unlikely because being accountable for an outcome, such as a recommendation, has been shown to increase bias in information processing. Similarly, the presence of a directional goal (impression motivation) has also been shown to increase bias in information processing and information transfer. In Study 2 we investigate the influence of combining the presence of perceived accountability with self-interest on biased information processing and transfer. Therefore we tested the following hypotheses:

**Explicit strategic behavior**

Hypothesis 6 – Transfer of information: We suppose especially among accountable participants, that self-interested advisors transfer less conflicting information compared to advisors without self-interest, this difference should be weaker within participants who are not accountable.

**Implicit strategic behavior**

Hypothesis 7 – Evaluation of information: We assume among accountable participants, that self-interested advisors devalue conflicting information compared to advisors without self-interest, this difference should be weaker within participants who are not accountable.

Hypothesis 8 – Memory of information: Again we suppose especially among accountable participants, that self-interested advisors remember conflicting information less compared to advisors without self-interest, this difference should be weaker within participants who are not accountable.

**Moderated mediation**

Hypothesis 9 – Transfer of information: We propose the indirect effect of self-interest on explicit strategic behavior (transfer of conflicting information) through implicit strategic behavior (evaluation of conflicting information) would be stronger under high than low accountability because accountability moderates the relation between self-interest and the mediator implicit strategic behavior.

**METHOD**

**PARTICIPANTS AND PROCEDURE**

Participants were 53 students (36 female, 17 male) at a public university of Austria (University of Salzburg). The present study took place after a social psychology lecture. Psychology students could volunteer in order to receive credits for participation. The procedure in this experiment was similar to Study 1, with the following exception that we tried to manipulate accountability through the following sentence: “Please leave your e-mail address (on an extra sheet), so that the client can contact you for further questions.” The condition without accountability did not have this sentence in the questionnaire. Unfortunately our attempt to additionally manipulate accountability failed, \( F(3,53) = 0.36, p = 0.552 \). The survey took place in a huge lecture hall where our manipulation was to weak. Although, the manipulation of self-interest was successful, \( F(3,53) = 3.16, p = 0.018 \), we use perceived self-interest and perceived accountability for further analysis. We discuss this decision later with our findings.

**MEASURES**

**Explicit strategic behavior**

Again, we measured the intention to transfer information to the client, but used this time a five-point Likert-scale (unlikely to very likely). We used conflicting information (Cronbach’s \( \alpha = 0.75 \)) regarding self-interest for further analysis.

**Implicit strategic behavior**

For the evaluation of the information we applied a five-point Likert-scale (not relevant to very relevant). Conflicting information (Cronbach’s \( \alpha = 0.67 \)) regarding self-interest (see Table A1 in Appendix) is used for our further analysis. Further, we implemented a quiz to measure the memorized information, but we increased the amount of questions from 6 to 11. For further analysis we used only the conflicting information (six items, e.g., career opportunities for the mechatronic engineer, product engineer’s problems with the labor market) plus one question where participants had to remember the amount of salary of the mechatronic engineer. However, this question had no correct answer alternative – there was an optimistic (more than \( 30,000€ \) per year) vs. two rather pessimistic (not even \( 30,000€ \), at the best \( 30,000€ \) per year) and one neutral (approximately \( 30,000€ \) per year) biased alternative. For our conflicting information scale we added the optimistic alternative as correct answer.

**Perceived self-interest**

Similar to Study 1 we combined the three subscales of hidden intention, hidden information and hidden action and used one general scale of self-interested behavior for further analysis (nine items, Cronbach’s \( \alpha = 0.91 \)).

**Perceived accountability**

In the past research accountability was often manipulated through justification in front of a real audience. In our case we did not have real audience but some of the participants assumed further contact with the client per e-mail (attempt of manipulation). However, this typical accountability situation should be represented through our
two questions which measures perceived accountability. (“How realistic was the situation to give advice to another person?” and “How accountable did you feel for your advice?” two items; \( r = 0.40, p = 0.01 \).

**RESULTS**

**EXPLICIT STRATEGIC BEHAVIOR**

**Transfer of Information – Hypothesis 6**

We conducted a hierarchical regression analysis in which the transfer of conflicting information was conducted by perceived accountability and perceived self-interest (main-effect terms) and the interaction term simultaneously. Following Aiken and West (1991), the variables accountability and self-interest were centered (i.e., by subtracting the mean from each score), and the interaction term was based on these centered scores. The interaction between accountability and self-interest was significant, \( b = -0.14, SE = 0.06, t(49) = -2.25, p = 0.029 \), and as well a main effect for self-interest revealed significance, \( b = -0.34, SE = 0.08, t(49) = -4.25, p < 0.001 \). Simple slope analysis was conducted to further analyze the interaction (Aiken and West, 1991). When accountability was low (1 SD below the mean), self-interest was significantly negative related to the transfer of conflicting information, \( b = -0.20, SE = 0.08, t(49) = -2.37, p = 0.022 \). Therefore participants with low accountability were significantly influenced by their self-interest and passed on less conflicting information. However, when accountability was perceived high (1 SD above the mean; \( b = -0.49, SE = 0.12, t(49) = -4.08, p < 0.001 \)), the relation between self-interest and less transfer of conflicting information even increased, which means an enhanced bias when accountability was high. However, the bias already existed when accountability was low, but high accountability increased the bias significantly.

Additional data analysis showed, that this effect was similarly found regarding the general transfer of information (all information – conflicting and supportive), which indicates that among highly accountable advisors self-interest led to general withholding information [self-interest \(	imes\) accountability; \( b = -0.17, SE = 0.69, t(49) = -2.54, p = 0.015 \), 1 SD above: \( b = -0.60, SE = 0.13, t(49) = -4.66, p > 0.001 \), 1 SD below: \( b = -0.25, SE = 0.09, t(49) = -2.77, p > 0.001 \)]. These results provided evidence that among advisors with high accountability, especially high self-interest led to withhold of conflicting information, which supports our Hypothesis 6. Moreover, our results indicate that self-interested advisors withhold general information and provide less information to their clients as advisors without self-interest. In other word self-interested advisors with high accountability do not distinguish between conflicting and supporting information and withhold information in general. The slopes are plotted in Figure 4.

**IMPLICIT STRATEGIC BEHAVIOR**

**Information evaluation – Hypothesis 7**

To test the perceived accountability as moderator between self-interest and the evaluation of conflicting information, we applied the same approach as already explained. The interaction between accountability and self-interest was marginally significant, \( b = -0.10, SE = 0.05, t(49) = -1.93, p = 0.060 \). Simple slope analysis was conducted to further analyze this interaction (Aiken and West, 1991). When accountability was low (1 SD below the mean), self-interest was not significantly related to the evaluation of conflicting information, \( b = 0.04, SE = 0.10, t(49) = 0.53, p = 0.596 \), in other words self-interest had no specific influence on the evaluation of conflicting information. However, when accountability was evaluated high [1 SD above the mean; \( b = -0.16, SE = 0.10, t(49) = -1.70, p = 0.097 \)], self-interest was associated negatively with evaluated conflicting information. These results indicate that self-interested people under high accountability devaluate information compared to low self-interested participants, whereas participants with low accountability showed a similar level of devaluation regarding conflicting information. Therefore, these results do not suppose an enhanced bias compared to low accountability, however an enhanced bias between low and high self-interest among high accountability which supports the Hypothesis 7. The slopes are plotted in Figure 5.
Accountability should be also tested as moderator between self-interest and the memorized conflicting information. We conducted a hierarchical regression analysis in which the memorized conflicting information was predicted by main-effect terms (perceived accountability and perceived self-interest) and the interaction term simultaneously. There was a significant main effect for self-interest, $b = -0.04$, SE = 0.01, $t(49) = -2.52$, $p = 0.015$ and the interaction between accountability and self-interest was marginally significant, $b = -0.02$, SE = 0.01, $t(49) = -1.75$, $p = 0.086$. Simple slope analysis was conducted to further analyze this interaction (Aiken and West, 1991). When accountability was low (1 SD below the mean), self-interest was not significantly related to memorized information, $b = 0.02$, SE = 0.02, $t(49) = -1.09$, $p = 0.283$, which imply when participants perceived themselves as less accountable self-interest had no specific influence on memory of conflicting information. However, when accountability was perceived high [1 SD above the mean; $b = -0.06$, SE = 0.02, $t(49) = -2.64$, $p = 0.011$], self-interest was associated significant negatively with memorized information. Therefore, among advisors with high accountability and high self-interest showed the worst memory regarding conflicting information. Accountability can be identified as marginal significant moderator which increases the self-interested bias in memorized conflicting information and therefore supports our Hypothesis 8. The slopes are plotted in Figure 6.

**FIGURE 6** The relationship between self-interest and remembering conflicting information as a function of advisor’s perceived accountability (study 2).

**Remembered information – Hypothesis 8**

Accountability should be also tested as moderator between self-interest and the memorized conflicting information. We conducted a hierarchical regression analysis in which the memorized conflicting information was predicted by main-effect terms (perceived accountability and perceived self-interest) and the interaction term simultaneously. There was a significant main effect for self-interest, $b = -0.04$, SE = 0.01, $t(49) = -2.52$, $p = 0.015$ and the interaction between accountability and self-interest was marginally significant, $b = -0.02$, SE = 0.01, $t(49) = -1.75$, $p = 0.086$. Simple slope analysis was conducted to further analyze this interaction (Aiken and West, 1991). When accountability was low (1 SD below the mean), self-interest was not significantly related to memorized information, $b = 0.02$, SE = 0.02, $t(49) = -1.09$, $p = 0.283$, which imply when participants perceived themselves as less accountable self-interest had no specific influence on memory of conflicting information. However, when accountability was perceived high [1 SD above the mean; $b = -0.06$, SE = 0.02, $t(49) = -2.64$, $p = 0.011$], self-interest was associated significant negatively with memorized information. Therefore, among advisors with high accountability and high self-interest showed the worst memory regarding conflicting information. Accountability can be identified as marginal significant moderator which increases the self-interested bias in memorized conflicting information and therefore supports our Hypothesis 8. The slopes are plotted in Figure 6.

**Moderated mediation – Hypothesis 9**

We employed Preacher et al. (2007) (Model 2) bootstrapping procedure to test our moderated mediation hypothesis that the indirect effect of self-interest on explicit strategic behavior (transfer of conflicting information) through implicit strategic behavior (evaluation of conflicting information) would be stronger under high than low accountability because accountability moderates the relation between self-interest and implicit strategic behavior. As we already know the moderated regression analysis confirmed a marginal significant interaction between accountability and self-interest on implicit strategic behavior (see above Hypothesis 7). Using 1000 resample, analyses showed that implicit strategic behavior significantly mediated the effect of perceived self-interest on explicit strategic behavior under high accountability (90% CI: -0.25 to -0.01) but not under low accountability (90% CI: -0.04 to 0.11).

**DISCUSSION STUDY 2**

Our results indeed showed an interaction between self-interest and accountability indicating that high accountability enhanced the effect between self-interest and explicit (transfer of conflicting information) as well as implicit strategic behavior (evaluation and memory of conflicting information). More specific, we found that self-interested advisors increased their explicit strategic behavior by withholding information in general, but high accountability in advisors without self-interest led even to a reduced bias. This mean only the combination of high self-interest and high accountability led to increase in self-interested bias. This interaction was also found regarding implicit strategic behavior. Self-interested participants devaluated conflicting information only when they perceived themselves as highly accountable. High accountability without self-interest also led again to a reduced bias. Referring to the memory performance, self-interested advisors showed generally decreased performance regarding conflicting information. However, performance was especially decreased when they also perceived themselves as accountable for the given recommendation. Our moderated mediation analysis indicated that the relation between advisor’s self-interest and the explicit strategic behavior (reduced transfer of conflicting information) can be explained by implicit strategic behavior (devaluation of conflicting information). But this was only the case when accountability was high – which confirm accountability again as moderator.

Unfortunately, findings of Study 2 do not exactly replicate findings of Study 1 (self-interest x type of information). One reason is that in participants with the concern of accountability higher responsibility was salient (attempt of manipulation), which weakened the effect regarding the experimental self-interest and participants did not differentiate between conflicting and supporting information as strong as in Study 1. However, we found convincing findings which showed that participants with high perceived accountability and without self-interest behave especially responsible for their clients regarding conflicting information – they increased transfer and evaluation of conflicting information. Thus, under high accountability without self-interest participant showed especially responsible for the client. But in combination with self-interest, the advisors acted in an even more self-interested way – they withhold and devalue information conflicting with their self-interest. These findings underline in our opinion the weakening effect of the self-interest manipulation.

**GENERAL DISCUSSION**

The present research examined the effect of incentives on two different forms of strategic behavior. Within two studies we could show that the promise to receive an incentive led to deception through explicit as well as implicit strategic behavior. The aim of Study 1 was to investigate the consequences of self-interest regarding information which are in conflict or in support with the self-interest. The results provided twofold evidence for explicit strategic behavior: firstly, self-interested advisors explicitly recommended
the self-serving job option more often compared to those without specific interest. Secondly, we could observe that advisors passed on more supporting information and withhold more conflicting information from their clients compared to participants without self-interest. In Study 2, we measured beside self-interest also advisors’ perceived accountability. Our results indeed showed an interaction between self-interest and accountability regarding the transfer of conflicting information. In other words, we found that self-interested advisors increased their explicit strategic behavior by withholding conflicting information compared to advisors without self-interest when accountability was high. This was not the case when accountability was low.

Our findings regarding the explicit strategic behavior were in line with the described strategic behavior of PAT (Ross, 1973) which especially predicts "hidden information" as potential risk in relationships where information is distributed asymmetrically and the two parties have conflicting goals. Similar, Steinel and De Dreu’s (2004) findings showed that participants were less accurate when confronted with a competitive counterpart with opposed interests. However, our self-interested participants used withholding conflicting information and passing on supporting information as method to pursue self-interest and to bolster the self-interested decision. Similar in the study of Steinel and De Dreu (2004) this behavior could be observed to primarily handicap the other person and to enrich oneself. Our results indicate that advisors are motivated by the possibility to receive an incentive and therefore transfer information strategically and give strategic recommendation.

Furthermore, we provide evidence for implicit strategic behavior, which has so far not been investigated in past research. Thus, it is highly relevant to look at deception in its entirety – this means beside deception as explicit behavior also as bias in information processing. Referring to our results self-interested advisors were biased implicitly which again could be identified twofold: firstly, participants with self-interest evaluated information less in favor of clients’ needs compared to the control group. The interaction effect between self-interest and the information type (supporting vs. conflicting regarding self-interest) showed that advisors without self-interest wanted to find the best solution for the client and therefore enhanced evaluation of the conflicting information (supporting for the client) compared to the supporting information (conflicting for the client). This pattern disappeared in advisors with self-interest, who seemed not to take the perspective of the client and his needs into account. Secondly, self-interested advisors even remembered this information worse. In other words, these results suggested that bias in memory arises especially when information is not compatible with the self-interest and is evaluated therefore more negatively.

The findings of Study 2 additionally indicate the enhanced influence of self-interest on strategic behavior when accountability is high. So far past research showed under high accountability advisors’ search was more confirmation based and in line with preliminary decision (Jonas et al., 2005). And this research also identified impression motivation as directional goal why people are motivated to bias information. Our current results provided evidence that receiving an incentive function as a directional goal and led to a bias. The combination of high self-interest and high accountability enhanced this bias and led to a higher extent of strategic behavior. Highly accountable advisors seem to bias their information transfer in order to convince the client of the self-interested alternative.

Interestingly, in both studies we could confirm that implicit strategic behavior can predict to some extent explicit strategic behavior. Our mediation analysis indicated that the relation between advisor’s self-interest and the explicit strategic behavior (reduced transfer of conflicting information) can be explained by implicit strategic behavior (devaluation of conflicting information). In Study 2 this was also the case but only when accountability was high – which highlighted accountability as moderator again. Both mediation analyses are nice evidence that implicit actions explain partly the process of explicit strategic behavior. In other words, advisors might to some extent deceive themselves through biased information processing to justify their explicit strategic behavior afterward. The interesting findings of Shalvi et al. (2011) support this view: they found that the degree of lying depends on the extent of possible self-justification which participants emerge through biased information processing. This means in our study that especially the implicit strategy (the devaluation of conflicting information) justifies in turn the explicit strategic behavior (withholding of conflicting information). According to these results we must suppose that the promise of incentives can lead advisors to implicit strategic behavior which in turn leads to explicit strategic
behavior. We have to take implicit actions more into account in order to understand explicit strategic behavior and deception. We will discuss especially the implications of this finding later.

Additionally to past research our results provide important evidence of the implicit strategic behavior which shows that advisors are influenced by their evaluation and memory. These are processes which advisors themselves can hardly control. Former research of such implicit processes also defined the term “directed forgetting” which especially explains reduced retrieval of unwanted memories or information (e.g., Freud, 1900/1964). However, this phenomenon should not lead to permanent damage of the information. Therefore, for future research it would be essential not only to test the recall of information but also if it can be recognized again (for overview: Baddeley et al., 2009). A further implicit phenomenon is the attention and which might be also directed through our motives. Isaacowitz (2006) exactly discuss this and describes attention as a tool of motivation. Eye-tracking studies provide some evidence that people are often strategic in their attentional preference and he assumed that “people guide their attention to information that can help them to achieve their goals and put away from stimuli that will not” (Isaacowitz, 2006, p. 68). Bias in attention might be also relevant in our study where especially self-interested participants could have used their attention as tool to guide their self-interested intention. For future research, especially eye-tracking studies can help us to understand how much attention self-interested participant pay to supporting vs. conflicting information and with how much effort they try to understand the match between the applicant and the different job alternatives.

With regard to theoretical implications, these findings identified a new aspect of advice-giving, because strategic behavior and deception was hardly discussed in advisor–client research (for overview: Bonaccio and Dalal, 2006). Although we know that clients accept and use advice of self-interested advisors to a lesser extent compared to advisors without specific interest (Jodlbauer and Jonas, 2011) and that besides advisor’s expertise and confidence also advisor’s good intention is highly relevant when evaluating the advisor’s recommendation quality (Bonaccio and Dalal, 2009). One exception is the research of Van Swol (2009) who manipulated two different motives – persuasion vs. quality – during the advice-giving process and could show that advisor’s motive to persuade manifested in using a high public confidence rating. They did that in a strategic way to convince the client because the private confidence rating differed significantly. Interestingly this attempt was successful in order to pursue clients. Our present research can confirm that advisors behave strategically. However, our results provide an extension of previous research and suggest that strategic behavior has an explicit and an implicit facet. Finally, we can state that the implicit strategic behavior is crucial because it can partly explain the explicit strategic behavior.

LIMITATIONS
The reader should be aware that in Study 2 our manipulation for accountability did not work. Therefore, our simple slope analyses are also based on correlative data (including also self-interest, experimental self-interest was less convincing). As already discussed, one reason might be that in participants confronted with the manipulation higher responsibility was salient, which weakened the effect regarding the experimental self-interest and differentiation between conflicting and supporting information compared to Study 1. However, we could find convincing findings with simple slope analysis, which is a state-of-the-art analysis for moderation effects. Still, it is a limitation to use correlative data because there can be confounds which we are not aware of. Therefore, in future research it will be essential to manipulate accountability and at the same time self-interest successfully, so that results can be based on experimental manipulation.

A further limitation is that we used students and not real advisors. There is for example evidence, that real experts (physicians) search longer for an alternative explanation and could therefore reduce errors compared to novice (Krems and Zierer, 1994). However, there are also “costs of expertise”: Experts who decided for an alternative were more rigid and did not change their decisions easily (Sternberg, 1996). These findings indicate that especially for the practical implications it would be essential to test our hypothesis also with real advisors. Furthermore, regarding incentives it can be further essential to test an incentive that is common in this business and the real field of advisors.

PRACTICAL IMPLICATIONS AND FUTURE DIRECTIONS
In many advisor–client interactions incentives as explicit motivator are part of the business. Companies want to control the interests of the advisors and match them with their interests. For instance, even physicians, who are highly responsible for their clients, are in this situation. When physicians are rewarded with gifts or even get paid when supporting the interests of pharmaceutical companies (e.g., recommending a certain medication, referrals to clinical trials) they are at risk to behave strategically. This approach implies the risk that advisors clearly and explicitly subordinate the needs of the customer to their self-interest. Well, the explicit self-interested behavior aroused by incentives is known and in a way desired in this business sector of the pharmaceutical companies. Furthermore, for physicians this explicit strategic behavior seems maybe controllable and they feel not influenced in their objectivity. But based on our results self-interest is not limited to explicit and conscious acting. Moreover, the influence of incentives goes a step further and already influences their evaluation when searching and thinking about the best medication for their client and moreover they can later remember conflicting information regarding the medication worse. Our findings strongly indicate that advisors do not act independently of their more implicit processes of information processing. The implicit strategic behavior entail a high risk for clients and also for advisors’ themselves. It might be especially crucial how incentives are used. The promise of incentive connected with a certain alternative or product showed in our study evidence for deception. Based on the use of incentive within this study, strategic behavior might be especially high because of the connection between the incentive and a certain alternative (product engineer) or product, such as a certain medication. Further research in this field would be necessary to investigate different forms of providing
incentives and how this lead to explicit, and implicit strategic behavior.

**CONCLUSION**

In order to improve the understanding of deception our results indicated to take explicit and implicit strategic behavior into account. Advisors gave recommendation and transfer of information in self-interested strategic manner to deceive the client. The advisors also biased the information processing which can be seen as an implicit strategic way to deceive the client.

Furthermore, the fact that the advisor should justify his/her recommendation even increased strategic behavior – explicit as well as implicit.
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## APPENDIX

Table A1 | Information regarding the job alternatives differentiating between supporting and conflicting information regarding the client’s and the advisor’s interest.

<table>
<thead>
<tr>
<th>Information regarding . . .</th>
<th>Mechatronic engineer</th>
<th>Product engineer</th>
<th>Machinery engineer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Client</td>
<td>Advisor&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Client</td>
</tr>
<tr>
<td>Job characteristics</td>
<td>+&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−</td>
</tr>
<tr>
<td>Career opportunities</td>
<td>Neutral</td>
<td>Neutral</td>
<td>+</td>
</tr>
<tr>
<td>Further professional development</td>
<td>+</td>
<td>−</td>
<td>+</td>
</tr>
<tr>
<td>Salary</td>
<td>+</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Competence needs</td>
<td>+</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Labor-market situation</td>
<td>+</td>
<td>−</td>
<td>+</td>
</tr>
</tbody>
</table>

<sup>a</sup>For further analysis supporting and conflicting refer always to the advisor’s interest;

<sup>b</sup>+ supporting, − conflicting.